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Preface 
Very large-scale integration (VLSI) is a level of integration wherein millions of 
transistors and discrete components with their interconnections are integrated into 
a semiconductor substrate. Since the invention of the integrated circuit in 1959, its 
manufacturing process evolved several stages from small-scale integration (SSI) to 
medium-scale integration (MSI), and fnally came up with VLSI in the late 1980s. 
Advancement in the VLSI technology has led to the development of high-speed com-
plex electronic circuits in the deep submicron and nanoscale regime. Nanotechnology 
or nanoscience cannot be viewed as a discipline similar to electronics, semiconduc-
tor technology, chemical technology, biotechnology, etc., which represent conver-
gence of disciplines in some sense. It implies that the readers of this area should be 
in a position to pass over the boundaries of all disciplines and come up with a new 
area of emerging electronics. 

Over the past decades, due to shrinking feature size and increasing clock fre-
quency, the interconnections in the VLSI chip have primarily played an important 
role in determining the overall performance. In the recent research scenario, the 
interconnect delay dominates over the gate delay. With ever-increasing lengths inside 
a chip, global interconnects are prone to large interconnect delays, signal integrity 
issues, and higher current densities. Therefore, most of the conventional materials 
(such as Al or Cu) are susceptible to electromigration due to high current density that 
substantially affects the reliability of high-speed VLSI circuits. To avoid such prob-
lems, several nonsilicon or emerging devices are currently advocated as prospec-
tive material solutions in current and future nanotechnologies. Therefore, this book 
presents state-of-the art technology solutions for current-edge VLSI and nanoscale 
technology. In this book, a complete demonstration of electronics designing has been 
presented starting with the early-stage semiconductor devices and applications, and 
then moving on to the problem of scaling and VLSI fabrication, MOSFET modelling 
aspects, analog and digital VLSI designing, FPGA implementation using Verilog, 
VLSI testing and reliability, recent on-chip interconnect problems, emerging tech-
nologies, and nonsilicon (nanoscale) transistors, etc. 

The detailed rundown of the subject depicted in each chapter is as follows: 

CHAPTER 1 SEMICONDUCTOR DEVICES AND APPLICATIONS 

This chapter starts with the semiconductor device physics and covers basic electronic 
devices and their evolution. Apart from this, in order to enhance the reader’s under-
standing, emerging device technologies like fn feld-effect transistors (FinFETs), 
Tunnel FETs (TFETs), and carbon nanotube feld-effect transistors (CNTFETs) are 
also introduced. The functionality of electronic devices requires a basic understand-
ing of electrons movement and physics involved in it. The movement of electrons 
and the probability of fnding them in solids led to the identifcation of the differ-
ence between conductors, semiconductors, and insulators. Electrons and holes as 
the majority charge carriers decide whether the material is a P-type or an N-type 
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semiconductor. A diode, as the frst two-terminal device, works as a switch and 
shows a wide range of applications by using PN-junction mechanism. Later, three-
terminal devices like bipolar junction transistor (BJT) and junction gate feld-effect 
transistor (JFET) are introduced and their characteristics are analyzed. Further, 
metal oxide silicon feld effect transistor (MOSFET) as a junctionless device is intro-
duced to overcome the limitations of BJT and JFET. Finally, the emerging device 
technologies beyond MOSFET are discussed. 

CHAPTER 2 VLSI SCALING AND FABRICATION 

In recent years, the fabrication house has played a major role in the VLSI industry to 
design next-generation high-speed, high-performance integrated circuits (ICs). For a 
better understanding of fabrication aspects, this chapter briefy explains the history 
and concept of VLSI scaling from the scratch. Based on Moore’s law, the journey of 
ICs including analog and digital circuits has been explored. To understand the fabri-
cation process, it starts with a brief overview of the silicon wafer, and consequently 
demonstrates the production of raw material with detailed major fabrication steps 
involved in the VLSI industry. Furthermore, the basic idea of the complementary 
metal oxide semiconductor (CMOS) technology is also incorporated in this chapter 
to have the understanding of the N- and P-well CMOS process. In addition, twin-
tube process of the CMOS technology is explored in detail. 

CHAPTER 3 MOSFET MODELING 

The primary focus of this chapter is to provide a basic understanding of MOSFET 
modeling. The MOSFET is the fundamental backbone of the CMOS digital inte-
grated circuits. Compared to BJT, the fabrication process is less complex and 
requires less processing step and silicon area compared to BJT. In this chapter, a 
detailed investigation of basic structure and electrical behavior of NMOS (n-channel 
MOS) and PMOS (p-channel MOS) are examined to understand the advantages of 
the MOS transistor that is widely used as a switching device in LSI and VLSI cir-
cuits. Subsequently, the MOSFET model is required to understand the circuit simu-
lation that is classifed as the (i) DC model or a steady state model, wherein the 
applied voltage remains constant and does not vary with time; (ii) dynamic or AC 
model, wherein the applied voltage does not remain constant but varies with time. 
In this chapter, the different regions of device operation of a DC MOS transistor and 
dynamic models are discussed. In addition , this chapter also includes the implemen-
tation of the MOSFET model in Berkeley SPICE2G and a higher version. The four 
different MOSFET models of Berkeley SPICE are investigated for varying complex-
ity and accuracy. 

CHAPTER 4 COMBINATIONAL AND SEQUENTIAL DESIGN IN CMOS 

This chapter primarily introduces the CMOS inverter design and analyses its per-
formance. Static and dynamic behavior of the CMOS inverter is studied. In static 
behavior, the voltage transfer characteristic of CMOS is presented and is used to 
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defne the noise margins. Dynamic behavior of the inverter is elaborated with propa-
gation delay and power consumption metrics. By using both power and delay, the 
energy metric of CMOS inverter is introduced. Later, CMOS-based combinational 
and sequential circuits are introduced based on which the static CMOS gates are 
designed. Moreover, the ratioed, pass transistor, and dynamic logic are introduced 
that are alternative to static CMOS designs. Metrics for a sequential design like setup 
time, hold time, and bistability principle are introduced. Later, CMOS-based SR 
latch and fip-fop circuit designs are presented. These designs are further utilized to 
develop D fip-fop. 

CHAPTER 5 ANALOG CIRCUIT DESIGN 

This chapter starts with the motivation behind the learning of CMOS analog design. 
Later, MOSFET physics is described and device analog metrics are introduced. 
MOSFET-based single- and multi-stage amplifers are introduced and different ana-
log metrics like gain, input, and output resistances are analyzed. Different current 
mirror circuits are considered and analyzed. Difference between single-ended and 
differential circuits is studied. This concept further introduces basic differential 
pair and analyzes its gain. Later, CMOS based op-amp and different stages of it are 
introduced. The frequency response of op-amp is demonstrated to get basic ana-
log metrics. CMOS-based comparators are designed and analyzed. Finally, differ-
ent CMOS-based analog-to-digital converters and digital-to-analog converters are 
presented. 

CHAPTER 6 DIGITAL DESIGN THROUGH VERILOG HDL 

This chapter focuses on Verilog hardware description language (HDL) and explains 
the features of the hardware description language. First, basic concepts including 
lexical tokens, data types, and operators are introduced. Then, the basic syntax of 
the module and the test bench is presented with examples. Different modeling styles 
of Verilog including structural, datafow, and behavioral styles are reviewed with 
examples. Initial and always blocks are presented and the difference between them 
has been analyzed. Combinational and sequential circuits are exemplifed to explain 
the different modeling styles. Finally, exercises are provided to enhance the reader’s 
understanding and problem-solving abilities. 

CHAPTER 7 VLSI INTERCONNECT AND IMPLEMENTATION 

This chapter critically presents in-depth analysis to understand the behavior of inter-
connects in the modern VLSI IC technology. It starts with the conventional inter-
connect technique and problem arises with the conventional material. Based on the 
technology scaling, different types of electrical circuit modeling has been discussed 
in detail for resistive and capacitive parasitics. These interconnect parasitics primar-
ily affects the signal integrity, power dissipation, and crosstalk performance of an IC. 
Furthermore, a number of delay models present a comprehensive demonstration of 
interconnect performance and propose the next generation interconnect technology. 
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CHAPTER 8 VLSI DESIGN AND TESTABILITY 

This chapter introduces the behavior of circuits that provides a proper diagnostic by 
generating a test pattern and comparing it with a golden machine. As the testing of 
circuit and devices in the VLSI industry is an essential step due to miniaturization 
of devices that increase in complexity, predefned test models are used to observe 
the faults and rectify them based on the appropriate models. In the current VLSI 
industry, the designers add some extra circuitry to lower the cost of tests, which 
increases the testing procedure, enhances the diagnostic process, and makes them 
more effcient and accurate. 

CHAPTER 9 NANOMATERIALS AND APPLICATIONS 

This chapter is designed to make the readers aware about the technology advance-
ment to help them work in the area of nanomaterials. This chapter begins with the 
basic knowledge of carbon nanotubes (CNTs) and graphene nanoribbons (GNRs) 
that are carbon allotropes. These materials have hexagonal arrangements of carbon 
atoms and possess unique electrical, mechanical, thermal, and optical properties. 
For a better understanding, the use of CNTs and GNRs is demonstrated in different 
fabrication approaches to produce high-quality nanomaterials. Afterward, equiva-
lent electrical modeling of CNT and GNR is presented based on the geometrical 
structure. The performance in terms of propagation delay, crosstalk, and power 
dissipation is analyzed using industry standard HSPICE to understand its impor-
tance as the next-generation interconnect application. In addition, active and passive 
shielding for CNT and GNR are demonstrated to observe the impact of shielding to 
enhance the performance in deep nanotechnology. Subsequently, other applications 
of nanomaterials in nanosensors, nanoflter, bullet-proof combat jacket, fre extin-
guisher, medical technology, etc are discussed. 

CHAPTER 10 NANOSCALE TRANSISTORS 

This chapter presents different applications by exploring the characteristics of emerg-
ing device technologies that are alternative to the existing CMOS VLSI technology. 
Recently, many beyond-CMOS devices such as Tunnel FETs (TFETs), Negative 
Capacitance FETs (NCFETs), Carbon Nanotube FETs, Graphene FETs, and STT-
MRAMs have emerged with promising speed and ultra-low power consumption. The 
structure and different fabrication aspects of these nonsilicon transistors are explored 
in this chapter. Additionally, a comparative study is also presented to ensure several 
benefts of the nonsilicon transistors with the existing CMOS technology. 
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Semiconductor 1 
Physics and Devices 

1.1 INTRODUCTION 

Semiconductors have revolutionized the feld of electronics and play a prominent 
role in our day-to-day life. The seed of development of these modern solid-state 
semiconductors dates back to early 1930s. Each electronic device that we see around 
is made up of semiconductors. We wouldn’t have been able to achieve these remark-
able results without them. 

1.1.1 CONDUCTION IN SOLIDS 

The form in which matter exists is called the state of matter. Matter exists in many 
distinct states of which three states are well known and important. They are sol-
ids, liquids, and gases, and other states include plasma, Bose–Einstein condensates, 
degenerate matter, photonic matter, etc. These other states occur only in extreme 
conditions of pressure, temperature, and energy. The main difference in the structure 
of each state lies in the densities of the particles. The density of particles is highest 
in solids and lowest in gases. Figure 1.1 shows the alignment of particles in different 
states of matter and the processes through which we can convert one state of matter 
to another. 

Solids are further classifed into three types based upon the distance between 
their valence band and conduction band. This distance is called the bandgap [1]. The 
electrical conductivity of the substance depends upon the bandgap of the material. 
We say that the substance is able to conduct if there are free electrons in the conduc-
tion band. When energy is supplied to the elements, the electrons in the valence band 
get excited and jump up into the conduction band, allowing the passage of electricity 
through the substance. In conductive materials, no bandgap exists, due to which elec-
trons can move easily between their valence band and the conduction band. Unlike 
conductors, insulators have a huge bandgap between the conduction and the valence 
band. The valence band remains full since no movement of electrons occurs, and as 
a result, the conduction band remains empty as well. In semiconductor materials, 
the bandgap between the conduction band and the valence band is smaller. At room 
temperature, there is enough energy accessible to displace a few electrons from the 
valence band into the conduction band. As temperature increases, the conductivity 
of a semiconductor material increases. Figure 1.2 shows the bandgaps in conductors, 
semiconductors, and insulators, respectively. 



 

 

 
 
 

 

  

  

 

 

2 Introduction to Microelectronics to Nanoelectronics 

FIGURE 1.1 Alignment of particles in different states of matter. 

1.1.2 CONDUCTORS, INSULATORS, AND SEMICONDUCTORS 

This subsection provides a detailed description of different material properties. 

1.1.2.1 Conductors 
The substances that allow electricity to pass through them are called conductors. 
Metals such as gold, silver, and copper are good examples of conductors. These sub-
stances have free electrons in their outermost orbit. There is no or very little distance 
between the conduction band and the valence band. 

Properties of Conductors 
• Conductors have high electrical and thermal conductivities. 
• In steady states, they obey Ohm’s law. 
• They have a positive temperature coeffcient, i.e., their resistance increases 

with an increase in temperature. 
• They obey Wiedemann–Franz law, according to which the ratio of thermal 

and electrical conductivities at a given temperature is the same for all met-
als and is proportional to the absolute temperature T, as shown below: 

K ° T (1.1) 
˜ 

where K is the thermal conductivity of the metal, σ is the electrical conductivity of 
the metal, and T is the temperature. 

FIGURE 1.2 Band diagrams of conductors, semiconductors, and insulators. 
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1.1.2.2 Insulators 
The substances that do not allow electricity to pass through them are called insula-
tors. They are also known as non-conducting substances. Glass, mica, and quartz are 
good examples of insulators. The outermost orbits of these substances are saturated, 
and hence no free electrons are present. The distance is extremely long between the 
valence band and the conduction band of these substances. 

Properties of Insulators 
• Resistance is the ability to impede the electric current. Insulators have 

extremely high resistance. The resistance is in the order of ohms in metals, 
whereas in insulators, it varies from several kilo-ohms to mega ohms. 

• The conductivity of the insulators does not change with temperature. 
• Insulators, after a specifc voltage, lose their insulating properties and start 

conducting. This voltage is known as the breakdown voltage. This is also 
called the dielectric strength of the material. Insulators have very high 
breakdown voltages. 

• Insulators have very high permeability. 

1.1.2.3 Semiconductors 
These substances have their conductivity between the conductors and the insulators. 
Their resistivity is higher than that of a conductor but lesser as compared to an insu-
lator. The distance between the valence band and the conduction band is intermedi-
ate to that of conductors and insulators. 

Properties of Semiconductors 
• Semiconductors have negative temperature coeffcient of resistance. 

Therefore, the electrical resistance of a semiconductor reduces with an 
increase in the temperature. 

− B 
R A e T (1.2) = ×  

where R represents the resistance of the semiconductor, T is the tempera-
ture, and A and B are the constants. 

• The electrical conductivity of a semiconductor can be increased enormously 
by adding a small amount of impurity. Germanium (Ge) and silicon (Si) are 
the most commonly used semiconductors. Germanium is used extensively 
in early solid-state devices such as transistors, but it is now being replaced 
by silicon because of its abundance. The properties of conductors, semicon-
ductors, and insulators are summarized in Table 1.1. 

1.1.3 P-TYPE AND N-TYPE SEMICONDUCTORS 

Before moving further, we should be able to understand the basics of semiconduc-
tors. As explained earlier, the conductivity of the semiconductors lies between that of 
the conductors and the insulators. On their own, silicon and germanium are classed 
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TABLE 1.1 
A Comparison of Conductor, Semiconductor, and Insulator 
Material properties 

Characteristics Conductor Semiconductor Insulator 
Conductivity High Moderate Low 

Resistivity Low Moderate Very high 

Forbidden gap No forbidden gap Small forbidden gap Large forbidden gap 

Temperature Positive Negative Negative 
coeffcient 

Conduction Large number of Very small number of Moderate number of 
electrons for electrons for conduction electrons for 
conduction conduction 

Conductivity value Very high 10−7 mho/m Between those of Negligible like 
conductors and insulators, 10−13 mho/m 
i.e., 10−7 mho/m to 
10−13 mho/m 

Resistivity value Negligible; less than Between those of Very high; more than 
10−5 Ω-m conductors and insulators, 105 Ω-m 

i.e., 105 Ω-m to 105 Ω-m 

Current fow Due to free electrons Due to holes and free Due to negligible free 
electrons electrons 

Number of carriers at Very high Low Negligible 
normal temperature 

Band overlap Both conduction and Both bands are separated by Both bands are separated 
valence bands are an energy gap of 1.1 eV by an energy gap of 
overlapped 6–10 eV 

Zero Kelvin behavior Acts like a Acts like an insulator Acts like an insulator 
superconductor 

Formation Formed by metallic Formed by covalent Formed by ionic 
bonding bonding bonding 

Valence electrons One valence electron Four valence electrons in Eight valence electrons 
in outermost shell outermost shell in outermost shell 

Examples Copper, mercury, Germanium, silicon Wood, rubber, mica, 
aluminum, silver paper 

as intrinsic semiconductors that exhibit their purity. However, by controlling the 
amount of impurities added to this intrinsic semiconductor material, it is possible to 
control its conductivity. Various impurities called donors or acceptors can be added 
to this intrinsic material to produce free electrons or holes, respectively. This pro-
cess of adding donor or acceptor atoms to semiconductor atoms is known as dop-
ing. The doped silicon is no longer pure, whereas these donor and acceptor atoms 
are collectively referred to as “impurities,” and by doping these silicon materials 
with a suffcient number of impurities, we can turn them into an N-type or P-type 
semiconductor materials. The most commonly used semiconductor material is sili-
con. Figure 1.3 shows the structure and lattice of a “normal” pure crystal of silicon. 
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FIGURE 1.3 Structure and lattice of a “normal” pure crystal of silicon. 

Silicon has four valence electrons in its outermost shell that shares its neighbor-
ing silicon atoms to form full orbitals of eight electrons. The structure of the bond 
between the two silicon atoms is such that each atom shares one electron with its 
neighbor making the bond highly stable. 

As there are few free electrons available to move around the silicon crystal, crys-
tals of pure silicon (or germanium) are therefore good insulators, i.e., they possesses 
extremely low or high value of resistances. Silicon atoms are arranged in a defnite 
symmetrical pattern making them a crystalline solid structure. A crystal of pure 
silica (silicon dioxide or glass) is generally said to be an intrinsic crystal (it has no 
impurities) and therefore has no free electrons. But simply connecting a silicon crys-
tal to a battery supply is not enough to extract an electric current from it. In order to 
do that, we need to create “positive” and “negative” poles within the silicon crystal 
allowing the electrons and hence the electric current to fow out of silicon. These 
poles are created by doping the silicon with certain impurities. 

1.1.3.1 N-Type Semiconductors 
In order to improve the conductivity, we need to introduce an impurity atom such 
as arsenic, antimony, or phosphorus into the crystalline structure making it extrin-
sic (impurities are added). These atoms have fve outer electrons in their outermost 
orbital to share with neighboring atoms and are commonly called “pentavalent” 
impurities. This allows four out of the fve orbital electrons to bond with its neigh-
boring silicon atoms leaving one “free electron” to become mobile when an electri-
cal voltage is applied (electron fow). As each impurity atom “donates” one electron, 
pentavalent atoms are generally known as “donors.” 

Antimony (symbol Sb) and phosphorus (symbol P) are frequently used as pen-
tavalent additives to silicon. Figure 1.4 shows the structure and lattice of the donor 
atom impurity. Antimony has 51 electrons arranged in fve shells around its nucleus 
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FIGURE 1.4 Structure and lattice of the donor atom impurity. 

with the outermost orbital having fve electrons. The resulting semiconductor basic 
material has an excess of current-carrying electrons, each with a negative charge, 
and is therefore referred to as an N-type material with the electrons called “Majority 
Carriers,” while the resulting holes are called “Minority Carriers.” When stimulated 
by an external power source, the electrons freed from the silicon atoms by this stimu-
lation are quickly replaced by the free electrons available from the doped Antimony 
atoms. However, this action still leaves an extra electron (the freed electron) foating 
around the doped crystal, making it negatively charged. Therefore, a semiconduc-
tor material is classed as N-type when its donor density is greater than its acceptor 
density; in other words, it has more electrons than holes, thereby creating a negative 
pole, as shown in Figure 1.4. 

1.1.3.2 P-Type Semiconductors 
If we go the other way, and introduce a “Trivalent” (3-electron) impurity into the 
crystalline structure, such as aluminum, boron, or indium that have only three 
valence electrons available in their outermost orbital, the fourth closed bond cannot 
be formed. Therefore, a complete connection is not possible, giving the semicon-
ductor material an abundance of positively charged carriers known as holes in the 
structure of the crystal wherein the electrons are effectively missing. As a result, 
a hole exists in the silicon crystal, and a neighboring electron is attracted to it and 
will try to move into the hole to fll it. However, the electron flling the hole leaves 
another hole behind as it moves. This in turn attracts another electron that in turn 
creates another hole behind it, and so forth by giving the appearance that the holes 
are moving as a positive charge through the crystal structure (conventional current 
fow). This movement of holes results in a shortage of electrons in the silicon turn-
ing the entire doped crystal into a positive pole. As each impurity atom generates 



 

  

 

 

 

 

  

 

7 Semiconductor Physics and Devices 

FIGURE 1.5 Structure and lattice of the acceptor impurity atom boron. 

hole, trivalent impurities are generally known as “Acceptors” as they are continu-
ally “accepting” extra or free electrons. Boron (symbol B) is commonly used as a 
trivalent additive as it has only fve electrons arranged in three shells around its 
nucleus with the outermost orbital having only three electrons. Figure 1.5 presents 
the structure and lattice of the acceptor impurity atom boron. The doping of boron 
atoms causes conduction that consist mainly of positive charge carriers resulting in 
a P-type material with the positive holes called “Majority Carriers,” while the free 
electrons are called “Minority Carriers.” Therefore, a semiconductor basics material 
is classifed as P-type when its acceptor density is greater than its donor density. 
Therefore, a P-type semiconductor has more holes than electrons. 

1.1.4 SEMICONDUCTOR CONDUCTIVITY 

In an intrinsic semiconductor, the concentration of electrons and holes is identical. 
The electrons and holes move in opposite directions under an electric feld “E.” The 
total current density J within the intrinsic semiconductor is given by 

J Jn + Jp = 

= q n. .  µn. E p n. .  µ p. E+ 

= (n. n p. p )qEµ +  µ 

J = °E (1.3) 



   
   
   
   
   
   

 

    
    

 

 
 
 
 
 
 

  

  

 

 

8 Introduction to Microelectronics to Nanoelectronics 

where JP = current density due to free holes 
Jn = current density due to free electrons 
n = concentration of electrons 
p = concentration of holes 
E = electric feld 
q = charge of electrons 

Here, σ is the conductivity of semiconductor, which is equal to n µ +  µp. p )q.˜ .( n 
From the above equation (1.3), 

˛ ˛µn (p ≪ n)For N-type of semiconductor, the conductivity, ˜ = n q˜ ˜ (1.4) 
For P-type of semiconductor, the conductivity, ˜ = p q˜ ˜ (1.5) ˛ ˛µ p (n ≪ p) 

1.2 DIODE 

Diodes are the simplest, yet most used electronic device in the semiconductor world. 
They act as building blocks for several electronic devices. Diode was originally called 
a rectifer because of its ability to convert alternating current (AC) to direct current 
(DC). It was renamed as diode in 1919 by English physicist William Henry Eccles 
who coined the term from the Greek root di, meaning “two,” and ode, a shortened 
form of “electrode.” Earlier diodes were made from selenium (Se) and germanium 
(Ge). However, they have been completely replaced by silicon (Si) in the recent years. 

1.2.1 DIODE STRUCTURE AND CHARACTERISTICS 

A diode is a semiconductor device that allows the fow of current only in one direc-
tion. It consists of two electrodes called cathode (negative terminal) and anode (posi-
tive terminal), as shown in Figure 1.6. When voltage polarity on the anode side is 
positive as compared to that on the cathode side, the diode conducts and is consid-
ered a low-value resistor. If voltage polarity at the anode side is more negative as 
compared to that on the cathode side, the diode is said to be in reverse-biased mode 
and it does not conduct. There are many types of diodes of which PN diode and 
Zener diode are the most important due to their applications. Here, we will explicitly 
explain about the PN diode. 

1.2.2 PN DIODE STRUCTURE 

The newly doped N-type and P-type semiconductor materials do very little on their 
own, as they are electrically neutral. However, if we join (or fuse) these two semi-
conductor materials together, they behave in a very different way merging together 
and producing what is generally known as a “PN Junction [2].” When the N-type 

FIGURE 1.6 Diode symbol. 



 

 

  
 

 

 

 
 

  

 

9 Semiconductor Physics and Devices 

FIGURE 1.7 PN Diode internal structure at zero bias. 

semiconductor and P-type semiconductor materials are frst joined together, a large 
density gradient exists between both sides of the PN junction. As a result, some of 
the free electrons from the donor impurity atoms begin to migrate across this newly 
formed junction to fll up the holes in the P-type material producing negative ions. 
However, because the electrons have moved across the PN junction from the N-type 
silicon to the P-type, they leave behind positively charged donor ions (ND) on the 
negative side. Now the holes from the acceptor impurity migrate across the junc-
tion in the opposite direction into the region where there are large numbers of free 
electrons. 

As a result, the charge density of the P-type along the junction is flled with nega-
tively charged acceptor ions, and the charge density of the N-type along the junction 
becomes positive, as shown in Figure 1.7. This charge transfer of electrons and holes 
across the PN junction is known as diffusion. The width of these P and N layers 
depends on how heavily each side is doped with acceptor density NA and donor den-
sity ND, respectively. This process continues back and forth until the number of elec-
trons, which have crossed the junction, have a large enough electrical charge to repel 
or prevent any more charge carriers from crossing over the junction. Eventually, a 
state of equilibrium (electrically neutral situation) will occur producing a “potential 
barrier” zone around the area of the junction as the donor atoms repel the holes and 
the acceptor atoms repel the electrons. Since no free charge carriers can rest in a 
position where there is a potential barrier, the regions on either side of the junction 
now become completely depleted of any more free carriers in comparison to the 
N- and P-type materials further away from the junction. This area around the PN 
junction is now called the depletion layer. The total charge on each side of a PN junc-
tion must be equal and opposite to maintain a neutral charge condition around the 
junction. If the depletion layer region penetrates into the silicon by a distance of DP 

for the positive side, and a distance of DN for the negative side giving a relationship 
between the two as equation (1.6): 

D NP A = D NN D (1.6) 



 

 

  

 
 
 
 
 

  

  

 

 

10 Introduction to Microelectronics to Nanoelectronics 

FIGURE 1.8 PN diode forward and reverse bias characteristics. 

1.2.2.1 Forward and Reverse Bias Regions 
When the diode P-type material is connected to a positive voltage and N-type mate-
rial is connected with a negative voltage, the diode operates in forward bias, and the 
diode i–v relationship is approximated by equation (1.7). 

nVti IS e
v 

= ( − 1) (1.7) 

When the positive voltage is applied to N-type material and a negative voltage is 
applied to P-type material, the diode operates in reverse bias, and in this region, 
zero current fows through the diode. The characteristic of diode is shown in 
Figure 1.8. In forward bias, the diode voltage should be more than the threshold 
voltage to allow current; this voltage is called cut-in voltage (VF) of the diode. 
From these characteristics, it can be observed that the diode exhibits approxi-
mately zero current in reverse direction. 

1.2.3 ZENER DIODE STRUCTURE 

This is a PN junction device, wherein Zener breakdown mechanism dominates. 
Zener diode is always used in reverse bias and its symbol is shown in Figure 1.9. A 
Zener diode has the following features: 

1. Doping concentration is heavy on P and N regions of the diode, compared 
to a normal PN junction diode. 

FIGURE 1.9 Zener diode symbol. 



 
 

  

 

 
 

 

11 Semiconductor Physics and Devices 

2. Due to heavy doping, depletion region width is narrow. 
3. Due to narrow depletion region width, electric feld intensity is high that 

results in Zener Breakdown mechanism. 

The Zener diode operates in the reverse breakdown region and exhibits almost a 
constant voltage drop that can be used in voltage regulator circuits. These types 
of diodes are designed to be operated in the breakdown region called breakdown 
diodes or Zener diodes. Figure 1.10 presents the Zener diode characteristics showing 
constant Zener voltage in the reverse breakdown region, whereas in forward region, 
it shows normal PN diode characteristics only. Zener diode can be used in different 
applications like voltage regulator circuits, clipping and clamping circuits, and wave-
shaping circuits. 

1.2.4 DIODE APPLICATIONS 

Apart from the switching characteristics, a diode can be explored in many important 
applications like rectifers, clippers, and clampers. 

1.2.4.1 Rectifers 
Most of the electronic circuits require a DC source of power. The circuit that con-
verts AC to pulsating DC is called a rectifer. Generally, AC input is a sinusoidal 
signal, as shown in Figure 1.11, and the rectifer circuit converts this sinusoidal 

FIGURE 1.10 Zener diode characteristics. 



 

 
 

 
 

 

 
 
 

  

 

 

12 Introduction to Microelectronics to Nanoelectronics 

FIGURE 1.11 Sinusoidal AC input signal. 

signal into a pulsating DC signal. Different types of rectifer are available, and they 
include: 

• Half-wave rectifer 
• Full-wave rectifer 

i. Center-tapped rectifer 
ii. Bridge rectifer 

1.2.4.1.1 Half-Wave Rectifer 
A half-wave rectifer is designed using a single diode and a resistor connected in 
series and is shown in Figure 1.12. The output is measured across the resistor, dur-
ing the positive half cycle of input, diode switches ON. Due to this, input passes to 
output. With the negative half cycle, input diode is switched OFF creating an open 
circuit and resulting in zero output. The output voltage here is not exactly DC and it 
varies between maximum sinusoidal amplitude and zero, as shown in Figure 1.12. 

1.2.4.1.2 Full-Wave Center-Tapped Rectifer 
This circuit consists of two diodes and a load resistor RO. A center-tapped transformer 
is used to get full rectifed signal at the output [3]. During the positive half cycle 
of input, diode D1 switches ON and D2 switches OFF, as shown in Figure 1.13(a). 
During the negative half cycle, D2 switches ON and D1 switches OFF, and the direc-
tion of current through the load is not changed, as shown in Figure 1.13(b). As a result, 

FIGURE 1.12 Half-wave rectifer circuit design with output response. 



 
 

 

     

 

 

 

13 Semiconductor Physics and Devices 

FIGURE 1.13 Full-wave rectifer circuit design (a) during positive half cycle (b) during 
negative half cycle. 

output produces another positive half cycle, as shown in Figure 1.14. In the full-wave 
rectifer, identifying the center tap of transformer is a diffcult task and hence a bridge 
rectifer is introduced. 

1.2.4.1.3 Bridge Rectifer 
The bride rectifer consists of four diodes connected in a bridge fashion, as shown in 
Figure 1.15. During the positive half cycle, D1 and D3 are forward biased at the same 
time, whereas D2 and D4 are connected in reverse biased. In this condition, we can 
observe the current direction through the load, as shown in Figure 1.15. During the 
negative half cycle, D2 and D4 are forward biased, D3 and D1 are reverse biased. It 
can be observed that in this condition, the current through this load resistance fows 
in the same direction. As a result, output produces positive half cycle. 

1.2.4.1.4 Comparison of Rectifer Circuits 
The performance of rectifer is evaluated by using certain metrics such as effciency, 
ripple factor, and number of diodes used. These parameters for three different recti-
fer circuits are summarized in Table 1.2. It can be observed that bridge rectifer 
with its simple circuit shows high accuracy and low ripple factor value. 

FIGURE 1.14 Full-wave rectifer output. 
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TABLE 1.2 
Performance Comparison of Various Diode-Based Rectifers 

Full-Wave Rectifer 
Performance parameters Half-Wave Rectifer Center Tap Bridge 
Effciency 40.6% 81.2% 81.2% 

Ripple factor 1.21 0.482 0.482 

No. of diodes 1 2 4 

Center tap necessity No Yes No 

1.2.4.2 Diode Logic Gates 
Diode is used to construct digital logic gates that are shown in Figure 1.16. Here, 
both AND and OR gates are constructed using diodes. 

In the AND gate, when both the inputs are high, the diodes will be in reverse 
bias and output will be connected to maximum voltage (V). In remaining cases of 
inputs, one of the diodes will be forward biased that makes the output logic zero. The 
Boolean notation for the circuit can be given by 

Y = A.B 

FIGURE 1.15 Bridge rectifer circuit behavior (a) during positive half cycle (b) during nega-
tive half cycle. 

FIGURE 1.16 AND and OR logic gates using diodes. 



 

 

 

 

 

 

 
 
 
 

 

 

15 Semiconductor Physics and Devices 

In the case of OR gate, if one of the inputs is logic high, output shows logic high. In the 
remaining cases, output will be zero. Therefore, the Boolean notation for the circuit is 

Y = A + B 

1.2.4.3 Clipping and Clamping Circuits 
The diode can act as an open or closed switch depending on the biasing voltage 
applied. Due to this, it has been explored for different applications. The clipping and 
clamping function also explores the diode characteristics. 

1.2.4.3.1 Clipper Circuits 
A clipper circuit clips off or cuts the portion of the signal and produces the remain-
ing signal as output. There are two types of clipper circuits, the series and parallel 
diode clipping circuits. 

1.2.4.3.2 Series Diode Clipping Circuit 
In these types of clipping circuits, the diode is connected between the input and the 
output terminals, as shown in Figure 1.17. 

1.2.4.3.3 Operation of Clipping Circuit 
A series clipper is considered to explain the operation of a circuit, as shown in Figure 1.17. 
Here, a sine wave is applied as input to the clipper circuits. In the positive half cycle of the 
input, diode is switched ON, the input passes to the output and can be measured across 
the output. In the negative half cycle of the input, diode is switched OFF, and the circuit 
becomes an open circuit. As a result, the output will be zero. Thus, this clipper circuit clips 
the negative half cycle of signal, as shown in Figure 1.17. 

1.2.4.3.4 Parallel Diode Clipping Circuit 
In this type of clippers, the diode is connected between the output terminals, as 
shown in Figure 1.18. The on/off state of the diode directly affects the output volt-
age. These types of clippers may also have a non-zero threshold voltage by addition 
of a voltage series with diode. The following fgure illustrates the clipping process. 

FIGURE 1.17 Series clippers using diodes. 
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FIGURE 1.18 Parallel clippers using diodes. 

1.2.4.3.5 Clamper Circuits 
Clamper circuits are explored to change the DC level of a signal. In contrast to clip-
pers circuits, clamper uses a capacitor and a diode connection. Depending on the 
clamping position, clampers can be classifed into two types: 

• Positive clamper 
• Negative clamper 

The behavior of the positive and negative clampers is shown in Figure 1.19; from 
this, it can be concluded that positive and negative clampers add the positive and 
negative voltages to the actual signals. 

1.2.4.3.6 Operation 
Generally, a clamper is an RC circuit that consists of a diode and a capacitor. The 
diode changes its confguration, i.e., open or closed switch depending on the input 
applied. In order to clearly understand the clamper operation, let us consider the 
clamper shown in Figure 1.20. This clamper consists of a capacitor in series with 
diode. The input to the clamper is applied to the capacitor and the output is measured 

FIGURE 1.19 Block diagram of clamper design. 



  

 

 

 

17 Semiconductor Physics and Devices 

FIGURE 1.20 Clamper circuit. 

across the diode, as shown in Figure 1.20. Here, we are applying a square wave as an 
input to the clamper. The operation can be explained in terms of the applied positive 
and negative half cycles at the input. 

During positive half cycle of input: With positive half cycle of input, the capaci-
tor charges to input voltage and the diode becomes forward biased. The forwarded 
diode acts as short circuit and the voltage across the diode will be approximately 
zero, as shown in Figure 1.21. 

During negative half cycle of input: With negative half cycle of input, the diode 
becomes revere biased and acts as open circuit, as shown in Figure 1.22. In this case, 
output voltage is equal to the sum of the input voltage and the charge stored across 
the capacitor. The resulting output of clamper circuit is shown in Figure 1.23. It can 
be observed that by using this clamping circuit, the output of the circuit shifted with 
negative DC value without change in the peak-to-peak amplitude and it is expressed 
as equation (1.8) 

Vout = −˜ (VC + Vin ) (1.8) 

where VC is the voltage stored with the capacitor in the positive half cycle of input. 

FIGURE 1.21 Clamper circuit during positive cycle of input. 

FIGURE 1.22 Clamper circuit during negative cycle of input. 



 
 

 

   

   

 
 

 

 

18 Introduction to Microelectronics to Nanoelectronics 

FIGURE 1.23 Clamper output showing negative shifting. 

Similarly, positive clamper and its characteristics can be observed from Figure 1.24. 
The other types of clamper circuits also exists where we can defne the voltage level 
of clamping by changing the direction of the diode, and the DC source of different 
clamper circuits can be generated with distinct DC value shifting. 

1.3 BIPOLAR JUNCTION TRANSISTOR 

Bipolar junction transistor (BJT) is a frst and important transistor invention before 
the feld-effect transistor (FET). It is a bipolar device, which means that device 
exhibits current conduction using both electrons and holes. Here, we will describe 
the structure and characteristics of the BJT. 

1.3.1 SYMBOL AND PHYSICAL STRUCTURE 

BJT is available in two different types: NPN and PNP BJTs. The BJT is a three-
terminal device. The terminals are labelled as the base, the emitter, and the collector. 
The symbols are shown in Figure 1.25. 

The majority charge carriers for NPN and PNP transistor are electrons and holes, 
respectively. Here, we are considering an NPN transistor to explain the detail about 
the structure and characteristics. Figure 1.26 shows the NPN BJT having emitter, 
base, and collector regions. Of these regions, the collector has a large area and the 
base has a low area. In BJT, the emitter, base, and collector, are heavily doped, mod-
erately doped, and lightly doped regions, respectively [4]. The BJT has two junctions 
known as emitter-base junction and base-collector junction. Based on the biasing 

FIGURE 1.24 Clamper output showing positive shifting. 
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FIGURE 1.25 Symbols of BJT. 

FIGURE 1.26 Physical structure of NPN BJT. 

conditions (reverse and forward) of these junctions, BJT can be operated in different 
regions, as summarized in Table 1.3. 

1.3.1.1 Operation and Several Current Components 
When both emitter-base and collector-base junctions are in reverse bias, the transis-
tor operates in the cut-off region wherein collector, emitter, and base current will be 
zero. The operation of BJT in the active region is illustrated by using NPN transistor 
structure, as shown in Figure 1.27. Two biasing voltages are applied to make emitter-
base junction forward biased and collector-base junction reverse biased. 

Due to the forward biasing of the emitter-base junction, emitter current fows out 
from the emitter. Base current will be low compared to that of the emitter because 
of lower doping concentrations of the base. When electrons move from the emitter 
to the base, the majority of charge carriers will be attracted by the collector due to 
the high positive voltage applied to the collector. This contributes collector current 

TABLE 1.3 
Different Operating Modes of BJT 

Operating regions Emitter-Base Junction Collector-Base Junction 
Cutoff Reverse Reverse 

Active Forward Reverse 

Reverse active Reverse Forward 

Saturation Forward Forward 
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FIGURE 1.27 NPN BJT connecting in active mode. 

in BJT. Since the current enters from transistor must leave, the emitter current (iE) 
can be related as equation (1.9). 

i = i + i (1.9) E C B 

We can express collector current as 

V 
VT ,iC = ISe 

BE 
(1.10) 

and base current 

I VBE 
TiB =˜ S e V (1.11) 

° 

From both equations (1.10) and (1.11) 

iC = °iB (1.12) 

where β is called common emitter current gain 

˝
iC = iE (1.13) (1 + ˝) 

where constant α (common base current gain) is related to β by 

˙˛ = (1.14) (1+ ˙) 

1.3.2 BJT CONFIGURATIONS 

With three terminals, BJT can be connected in three different confgurations 
making one terminal common to input and output. Each confguration provides 
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FIGURE 1.28 (a) Common base, (b) common emitter, and (c) common collector confgura-
tions of BJT. 

different characteristics and suits to distinct applications. The three confgura-
tions include: 

• Common base confguration 
• Common emitter confguration 
• Common collector confguration 

1.3.2.1 Common Base (CB) Confguration 
In this confguration, the base terminal is common to both the input and output. Input 
signal is applied between the emitter and the base, and the output is measured from 
the collector and the base, as shown in Figure 1.28(a). The input current through the 
emitter is larger than the collector current; due to this, the output at the collector is 
lesser compared to the emitter. As a result, the CB confguration attenuates the volt-
age signal. However, this topology shows a current gain of unity. 

1.3.2.2 Common Emitter (CE) Confguration 
In this confguration, the emitter terminal is common to both input and output. The 
input signal is applied between base and emitter, and the output is measured from 
the collector and the emitter, as shown in Figure 1.28(b). The input current through 
the base is small and the output collector current is very high. Due to this, CE con-
fguration is used as an amplifer with high voltage gain. 

1.3.2.3 Common Collector (CC) Confguration 
In this confguration, collector terminal is common to both input and output. The 
input signal is applied between the base and the collector; the output is measured 
from the emitter and the collector, as shown in Figure 1.28(c). This type of confgu-
ration is commonly used in voltage follower or buffer applications. The summary 
of the characteristics of three confgurations is given in Table 1.4. From this, it can 
be observed that CC confguration of BJT provides low power gain and hence CE 
confguration is not widely used to design a BJT-based amplifer. 

1.3.2.4 BJT in CE Confguration: Operation and I–V Characteristic 
With three terminals, BJT operates in different regions of operations. This can be 
explained using I–V characteristics; here, we have considered CE confguration of 
BJT. Most importantly, BJT operation can be explained by using two characteristics: 

• Input characteristics (drawn between VBE, IB) 
• Output characteristics (drawn between VCE, IC) 
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TABLE 1.4 
Comparison of BJT Circuit Confgurations 

Characteristics Common Base (CB) Common Emitter (CE) Common Emitter(CC) 
Input impedance Low Medium High 

Output impedance Very high High Low 

Phase angle 0o 180o 0o 

Voltage gain High Medium Low 

Current gain Low Medium High 

Power gain Low Very High Medium 

1.3.2.4.1 Input Characteristics 
Input characteristics can be drawn between the input current (IB) and the input volt-
age (VBE). By varying the VBE, the input current will be recorded at constant VCE. 
Figure 1.29 shows the input characteristics that resemble as PN diode since the base-
emitter junction behaves as forward-biased PN diode. 

1.3.2.4.2 Output Characteristics 
Output characteristics can be drawn between the output current (IC) and the output 
voltage (VCE). By varying the VCE, the output current will be recorded at constant 
VBE. Figure 1.30 shows the output characteristic, which shows the different regions 
of operations by varying the value of VCE. 

1.3.3 SECOND-ORDER EFFECTS 

Various unusual effects occur in BJT, which are not explained in the conventional 
operation of transistor. These effects include the base-width modulation, high injec-
tion effects, temperature dependence, and breakdown mechanisms in BJTs. 

FIGURE 1.29 Input characteristics of CE confguration of BJT. 
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FIGURE 1.30 Output characteristics of CE confguration of BJT. 

1.3.3.1 Base-Width Modulation 
When voltage is applied to base-emitter and base-collector junction changes, the 
depletion layer of the transistor varies. Due to this, the collector current increases 
which can be referred as the “Early Effect.” 

1.3.3.2 Recombination in the Depletion Region 
Collector current does not include the recombination current in the depletion region 
which will increase the overall value of the current. 

1.3.3.3 Breakdown Mechanism in BJT 
When reverse collector base voltage increases, the collector current increases. Due 
to this, avalanche multiplication happens that fnally makes the device breakdown. 

1.4 FIELD-EFFECT TRANSISTOR 

The FET is a voltage-controlled device, which depends on the applied electric feld. 
There are mainly two important transistors available with respect to the structure; 
they are junction feld-effect transistor (JFET) and metal-oxide-semiconductor feld-
effect transistor (MOSFET). Here, we mainly discuss 

• Principle of operation of JFET and their characteristics 
• MOSFET structure and characteristics 

1.4.1 JUNCTION FIELD-EFFECT TRANSISTOR (JFET) 

JFET is a unipolar device and their operation depends on the fow of charge carriers. 
There are two types of JFETs depending on the channel type. They are: 

• N-channel JFET 
• P-channel JFET 
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FIGURE 1.31 JFET symbols. 

1.4.1.1 Symbol and Physical Structure 
JFET is a three-terminal device, with the terminals named as gate, drain, and 
source, which are identical to base, emitter, and collector. The symbols of the both 
N-channel and P-channel JFETs are shown in Figure 1.31. The arrow mark on the 
gate terminal indicates the fow of current when gate and source are forward biased. 
The physical structure of N-channel and P-channel JFET is shown in Figure 1.32. 
An N-channel JFET consists of N-type silicon bar with P-type regions diffused on 
both sides. The two edges of the bar are treated as source and drain, and the P-type 
regions are connected together to form a gate terminal. 

Source: It sources majority charge carriers into the channel. 
Drain: Drain collects the charge carries from the channel. 
Gate: Gate controls the fow of current by using the voltage applied to it. 
Channel: It is the region between two gate regions and allows the fow of 

charge carries from source to drain. 

1.4.1.2 Operation of JFET 
Considering the N-channel JFET for explaining the operation, it is assumed that 
the two gate terminals are tied together. When gate-to-source voltage (VGS) is 0, 
the gate regions become forward bias and current fows from the drain to source 
with positive drain to source voltage (VDS), as shown in Figure 1.33(a). When VGS 

is becoming negative, the depletion region of gate channel increases that increase 

FIGURE 1.32 JFET physical confguration. 
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FIGURE 1.33 Behavior of JFET (a) with VGS = 0 (b) with negative VGS and increasing VDS. 

the channel resistances and hence the drain current reduces. When VGS is becoming 
more negative, the depletion region occupies entire channel that makes the channel 
fully depleted. This value of VGS, where channel gets depleted, is called pinch-off 
voltage (VP). 

Now, consider another case where VGS is fxed at the constant value, which is 
lesser than VP. When VDS increases, the resultant reverse bias voltage varies by mov-
ing from source to drain. Consequently, the reverse bias is high at the drain end and 
the channel acquires a shape of tapered, as shown in Figure 1.33(b). 

1.4.1.3 Current–Voltage Characteristics and Regions of Operation 
The current-voltage characteristics for the above two explained conditions are shown 
in Figure 1.34. JFET can work in three regions of operation. Those include: 

Cut-off region: 

V ˜ V i,˜ D = 0 (1.15) GS P 

FIGURE 1.34 N-channel JFET (a) transfer characteristics (b) output characteristics. 
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Triode region: 

V ˜ V ˜ 0,V ˜ V − V (1.16) P GS  DS  GS  P 

� 2 2 �˛ V ˆ ˛ V ˆ ˛ V ˆGS DS DSi IDSS �2 1  
ˇ̆ − (1.17) = − � 

� ˝̇ VP ˇ̆ ˝̇ −VP ˝̇ VP ˇ̆ �� � 

Saturation region: 

V ˜ V ˜ 0,V ° V − V (1.18) P GS  DS  GS  P 

˙ VGS ˘
2 

i I= DSS ˇ1 − � (1 + �VDS ) (1.19) 
ˆ VP � 

where λ is the inverse of early voltage, ˜ =  1 .VA 

1.4.2 METAL-OXIDE-SEMICONDUCTOR FIELD-EFFECT TRANSISTOR 

MOSFETs are named due to their architecture and show high input impedance com-
pared to the JFET. Due to this reason, MOSFETs are widely used for IC design. 
MOSFETs are of two types [5]: 

Depletion-mode MOSFETs: These are normally ON switches that require 
gate-to-source voltage to switch OFF the device. 

Enhancement-mode MOSFETs: These are normally OFF switches that 
require gate-to-source voltage to switch ON the device. 

Depletion-mode MOSFETs characteristics are almost similar to JFET, because of 
which depletion-mode MOSFETs are not studied much. Enhancement MOSFET is 
considered and its physical operation has been explained in detail. 

1.4.2.1 Symbol and Device Structure 
Enhancement MOSFETs are also classifed as N-channel and P-channel MOSFETs. 
MOSFETs consist of four terminals: drain (D), source (S), gate (G), body (B). The 
symbols of both N-channel and P-channel enhancement MOSFETs are shown in 
Figure 1.35. 

FIGURE 1.35 MOSFET symbols. 



 

 

  

 

 

27 Semiconductor Physics and Devices 

FIGURE 1.36 N-channel MOSFET physical structure. 

Here, we consider N-channel MOSFET (NMOS) for reviewing its structure, as 
shown in Figure 1.36. The N-channel enhancement MOSFET fabricated on P-type 
substrate and two heavily doped N-type regions are formed to serve as source/drain. 
The P-type substrate also acts as the body of the MOSFET. A thin layer of silicon 
dioxide (SiO2) is formed on the top of the substrate, between source and drain, which 
acts as an insulator. Metal layer is formed on the top of source, gate, drain, and body 
to have a contact with all the terminals. 

1.4.2.2 Device Operation 
With zero voltage applied to gate-to-source (VGS) terminal, the two back-to-back 
connections of diodes exist between source body and drain body. As a result, no cur-
rent fows between source and drain with the application of positive drain to source 
voltage (VDS). With this biasing, transistor will be in cut-off region and zero current 
fows, as shown in Figure 1.37. 

When˜VGS = 0,˜iD = 0˜;˜Cut-off ˜region (1.20) 

FIGURE 1.37 N-channel MOSFET with zero VDS. 
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FIGURE 1.38 N-channel MOSFET with a small VDS value. 

With positive VGS and VDS applied, gate pushes the positive charge carriers down the 
body and the full of negative voltage will be formed between drain and source. The 
induced N-region forms a channel with an application of positive VDS, as shown in 
Figure 1.38 and charge carriers fow between source and drain. The minimum value 
of VGS that is required to form a channel is called threshold voltage (Vt). 

With the small value of VDS, the current varies linearly and increases with increase 
in drain voltage. This region is called triode region and in this region, the circuit 
works as a resistor. The drain current of MOSFET in triode region is modeled as 

When˜V ˜ V ,˜V °˜V − V ;˜Triode˜region (1.21) GS t DS  GS  t 

i Cox 
˙
ˆ 

W 
L 

�
�� 

ˇ
˘ (VGS − Vt )VDS −

1 
2 

VDS 
2 �
��

(1.22) = µD n 

With an increased VDS, the channel obtains the tapered shape, as shown in Figure 1.39, 
and the channel depth at drain side reduces to zero. This effect is called pinch-off, and 
the current in this region becomes constant. The drain current thus saturates at this 

FIGURE 1.39 N-channel MOSFET with a large value of VDS. 
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FIGURE 1.40 An N-channel MOSFET (a) transfer characteristics (b) output characteristics. 

value and therefore this region is named as saturation region of MOSFET. The drain 
current of MOSFET in saturation region is modeled as 

When V ˜ t ,˜ ˜ VGS  − V , saturation region GS V VDS  t 

1 ˙ W ˇ 2
iD = µnCox (VGS − Vt ) (1.23) 

2 ˆ L ˘ 

The transfer characteristics and output characteristics of an NMOS transistor are 
shown in Figure 1.40. Transfer characteristics are drawn between input voltage (VGS) 
and the drain current; it shows that NMOS produces the drain current when VGS is 
greater than the threshold voltage. The output characteristics are drawn between 
output voltage (VDS) and drain current and the region of operations is indicated in 
Figure 1.40(b). As discussed in the operation of MOSFET, at small value of VDS, the 
MOSFET operates in the triode region; when VDS increases, it enters into the satura-
tion region. 

1.4.3 ADVANTAGES OF MOSFET OVER JFET 

MOSFET shows several advantages compared to the JFET, as a result, MOSFETs 
have become popular in IC design. 

• MOSFETs exhibit high input impedance compared to JFETs. 
• MOSFETs provide high packaging density. 
• MOSFETs exhibit ultra-low power consumption. 
• MOSFETs can be explored for different applications due to their distinct 

characteristics. 

1.5 EMERGING DEVICES BEYOND CMOS 

Energy effciency is considered to be one of the most critical design parameters for 
Internet of Things (IoT). In order to have an improved functionality and perfor-
mance without compromising on battery life, there is a need to explore emerging 
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technologies that can overcome the limitations of CMOS technology scaling and 
deliver greater energy effciency. This discussion includes 

• Issues with current CMOS technology scaling. 
• Different emerging technologies with their characteristics. 

1.5.1 ISSUES WITH CMOS TECHNOLOGY SCALING 

Progress in the feld of semiconductors has followed an exponential behavior that has 
come to be known as Moore’s law. But will these exponential projections come to 
pass or will CMOS physical limits make them impossible? Several researchers have 
written about the current state and future prospects for Si MOSFETs and some of its 
limitations at lower channel nodes are mentioned below. 

1.5.1.1 Velocity Saturation and Mobility Degradation 
With more device scaling, the resultant effect of electric feld increases and charge 
carriers in the channel exhibit high velocity. Consequently, there will be no linear 
relation between electric feld and charge carrier velocity. This effect is called veloc-
ity saturation causing a reduced saturation current. This causes the reduction in 
switching speed of MOSFET. 

1.5.1.2 Tunneling Current Through Gate Insulator 
With excessive scaling, huge tunneling current fows through the gate insulator of 
the MOSFET device. For conventional insulator SiO2, this tunneling limit has been 
increased and is becoming a bottleneck for ultra-low power applications. To reduce 
these, high dielectric materials are required as insulators. 

1.5.1.3 High Field Effects 
In scaling trends of CMOS, the supply voltages have not been scaled at the same rate 
as the length. To increase the device speed and performance, the supply voltage has 
not been scaled in proportion to the channel length. Due to this, there exists high 
electric feld at channel of MOSFETs. At such high felds, several undesirable effects 
occur; one such effect is hot carrier effect. 

1.5.1.4 Power Limitation 
The supply voltage used for circuit has not been scaled as fast as the channel length 
of MOSFET. As the power consumption of MOSFETs is directly proportional to the 
square of the supply voltage used, the power consumption will dominate when the 
channel length becomes lower. 

1.5.1.5 Material Limitation 
Materials like silicon (Si), silicon dioxide (SiO2), aluminum (Al), copper (Cu), and 
salicide are reached to their physical limits and cannot show the expected perfor-
mance. For example, SiO2 reliability degrades as it becomes thinner; in this regard, 
researchers need to identify new materials to support physical scaling limitations. 
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FIGURE 1.41 Evolution of device structure from single-gated planar to fully GAA NW 
MOSFETs. 

However, the new materials may add fabrication diffculties and reliability issues; 
these parameters need to be considered while selecting the materials. 

1.5.2 EMERGING NANOSCALE DEVICE TECHNOLOGIES 

Recent emerging device technologies have been introduced and principle of opera-
tion of these devices is also discussed. Device characteristics have also demonstrated 
to show their benefts compared to existing CMOS. 

1.5.2.1 Gate-All-Around (GAA) Nanowire (NW) MOSFET 
To improve the resultant electric feld, the multiple gate structures have been intro-
duced. Figure 1.41 shows the evolution of multiple-gate transistors to increase the 
gate electrostatic control. Consequently, the GAA structure has become the most 
resistant to short-channel effects among all the emerging device structures for a 
given silicon body thickness [6]. 

1.5.2.2 Fin Field-Effect Transistor (FinFET) 
A FinFET is a double-gate MOSFET where gate is wrapped around the channel, 
and the drain and source are formed as fns, as shown in Figure 1.42. This structure 
avoids the body in MOSFET, which reduces the leakage currents present in bulk 
MOSFET [7]. 

1.5.2.3 Carbon Nanotube FETs (CNTFETs) 
Single-walled carbon nanotubes exhibit high conductivity and excellent carrier 
mobility due to their small diameter [8]. It has been experimentally demonstrated 
that these tubes can exhibit metallic or semiconducting characteristics depending on 
their chirality factor. Using semiconducting carbon nanotubes as channel element, 
CNTFETs have been demonstrated, as shown in Figure 1.43. 

1.5.2.4 Tunnel FET (TFET) 
Among several post-CMOS devices, TFETs have emerged as a promising device 
candidate for future low-energy electronic circuit design. TFET works with the 
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FIGURE 1.42 FinFET typical cross-sectional structures. 

FIGURE 1.43 CNTFET structure. 

FIGURE 1.44 Tunnel FET device structure. 

principle of band-to-band tunneling mechanism rather than thermionic emission of 
CMOS devices [9]. Consequently, it achieves high ION/IOFF ratio and steep subthresh-
old swing (<60 mV/dec) at lower supply voltages, and TFET physical structure is 
shown in Figure 1.44. 

1.6 SUMMARY 

This chapter can be summarized as follows: 

• This chapter discussed the semiconductors, and the different semiconduct-
ing devices invented and used in this feld. 
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• First, we discussed the semiconductor types and properties of semiconduc-
tor. A comprehensive comparison was made among conductor, semicon-
ductor, and insulators. 

• Next, diode operation and different diode applications like rectifers, gates, 
and clampers were discussed. 

• Later, three-terminal devices like BJT, JFET, and MOSFET were discussed 
with their detailed structures and characteristics. Further, the benefts of 
MOS transistor against the JFET were highlighted. 

• Finally, MOS transistor scaling issues were notifed and emerging devices 
were briefy introduced. 

1.7 MULTIPLE-CHOICE QUESTIONS 

1. N-type silicon is obtained by doping silicon with impurity of 
a. Boron 
b. Aluminum 
c. Germanium 
d. Phosphorus 

2. Identify the correct one. 
a. A silicon substrate doped heavily with boron is a P+ substrate. 
b. A silicon substrate doped wafer lightly doped with boron is a P+ 

substrate. 
c. A silicon substrate doped heavily with arsenic is a P+ substrate. 
d. A silicon substrate doped lightly with arsenic is a P+ substrate. 

3. A BJT operates in the saturation region if 
a. Both the junctions are forward biased. 
b. Both junctions are reverse biased. 
c. Reverse-biased base–emitter junction and forward-biased base– 

collector junction is 
d. Forward-biased base–emitter junction and reverse-biased base– 

collector junction 

4. The Early Effect in a bipolar junction transistor occurrs due to 
a. Large collector–base forward bias. 
b. Large emitter–base forward bias. 
c. Large collector–base reverse bias. 
d. Large emitter–base forward bias. 

5. If the base width of BJT is doubled, which one of the following is true? 
a. Unity gain frequency will increase. 
b. Current gain will increase. 
c. Early voltage will increase. 
d. Emitter–base junction capacitance will increase. 
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6. In a uniformly doped BJT, the order of doping concentrations of BJT is 
a. Emitter = Base = Collector 
b. Emitter ≫ Base > Collector 
c. Emitter = Base < Collector 
d. Collector ≫ Base > Emitter 

7. The drain of an N-channel MOSFET is connected to the gate. The threshold 
voltage of MOSFET is 1 V. If the drain current (ID) is 1 mA for VGS = 2 V, 
then for VGS = 3 V, ID = 
a. 2 mA 
b. 3 mA 
c. 9 mA 
d. 4 mA 

8. MOSFET means? 
a. Metal oxide semiconductor feld-effect transistor 
b. Metal oxide source feld-effect transistor 
c. Metallic oxygen feld-effect transistor 
d. Mercury oxide feld-effect transistor 

9. Which of the following statements is true? 
a. Input impedance of MOSFET is higher compared to BJT and JFET. 
b. Input impedance of BJT is higher compared to MOSFET and JFET. 
c. Input impedance of JFET is higher compared to BJT and MOSFET. 
d. Input impedances of MOSFET, BJT, and JFET are similar. 

10. Which BJT confguration has a high voltage gain? 
a. Common Emitter 
b. Common Base 
c. Common Collector 
d. None 

1.8 SMALL ANSWER QUESTIONS 

1. What is doping? 
2. What are P-type and N-type semiconductors? Give example. 
3. Draw the symbol of PN diode. 
4. Design a series clipper. 
5. What are the properties of a BJT? Why is it named so? 
6. What are the benefts of MOSFETs over JFETs? 
7. Explain about CE confguration of BJT. 
8. What is pinch-off in JFET? 
9. Explain the different regions of operation of MOSFET. 

10. What are the different non-silicon emerging transistors available? 
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1.9 LONG ANSWER QUESTIONS 

1. Explain the conductor, semiconductor, and insulator with band diagram. 
Give examples. 

2. Explain about doping of N-type and P-type materials. 
3. Common emitter current gain β is 100 and base current is 15 µA. Calculate 

the emitter and collector current. 
4. In a transistor, the base current and collector current are 70 µA and 1.85 mA, 

respectively. Calculate the value of α. 
5. Explain the principle of operation of a Zener diode with characteristics. 
6. A silicon substrate is uniformly doped with donor-type impurities with 

a concentration of 1017/cm3. Electron mobility is 1200 cm2/V-s and hole 
mobility is 400 cm2/V-s, and charge of an electron is 1.6 × 10−19 C. Calculate 
electrical conductivity of semiconductor. 

7. A MOSFET in saturation with gate-to-source voltage (VGS) is 900 mV, has 
threshold voltage of 300 mV, and the drain current is observed to be 1 mA. 
What is the drain current for an applied VGS of 1400 mV? (Neglect the chan-
nel width modulation.) 

8. BJT common-base current gain α = 0.98 and reverse saturation current 
ICO = 0.6 µA. BJT is connected in the common emitter mode and operated 
in the active region with a base drive current IB = 20 µA. Calculate the col-
lector current for this mode of operation. 

9. Explain about clippers and clampers with examples. 
10. Explain about different rectifers and compare. 
11. Explain the operation of BJT and detail about different region of operations. 
12. Explain about different confgurations of BJT. Compare them. 
13. Explain the concept of JFET with characteristics. 
14. Explain about the benefts of MOSFET and principle operation of MOSFET. 
15. Explain about PN diode and characteristics. 
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VLSI Scaling and 2 
Fabrication 

2.1 INTRODUCTION TO VLSI SCALING 

In the nascent stage of the MOS technology, electronic devices were complex and bulky, 
exhibiting degraded performance, higher maintenance cost, and poor lifetime [1]. These 
heavy and bulky electronic devices could not be moved easily from one place to another, 
presenting a challenge for the very-large-scale integration (VLSI) designers. Therefore, 
technology scaling using different photolithography processes was adopted by the 
designers decade by decade to reduce the size of electronic devices and improve their 
performance and reliability [2]. The progress in device scaling has proved to be a major 
contribution in the feld of VLSI technology. The detailed information of VLSI scaling 
is explained later in Chapter 7. 

2.1.1 HISTORY AND INTRODUCTION OF VLSI TECHNOLOGY 

Twenty-frst century has witnessed huge technical advancements. The application 
of the principles of electronics has led to a world where we are surrounded by sev-
eral electronic devices and appliances. The history of the VLSI industry reveals the 
importance of electronic devices since the invention of the frst point-contact tran-
sistor in 1947 [1]. Scientists John Bardeen, Walter Brattain, and William Shockley 
at Bell Labs succeeded in replacing the vacuum tube from their novel invention of 
the point-contact transistor, as shown in Figure 2.1(a) [3]. Later, the bipolar junction 
transistors (BJTs) were developed and they completely replaced the bulky, heavy, 
unreliable vacuum tubes soon after the invention of the transistor at the same Bell 
laboratory [4]. The adoption of BJTs completely transformed the electronics indus-
try due to several advantages over the vacuum tube, such as more reliability, less 
noise, and reduced power consumption. Further, Jack Kilby succeeded in integrating 
the few transistors on a single silicon chip and fabricated the frst integrated circuit 
(IC) at Texas Instruments just ten years after the invention of the frst transistor, as 
depicted in Figure 2.1(b) [5]. 

The functionality of BJT limits its utilization due to the large leakage current at 
the base terminal. Therefore, the metal oxide semiconductor feld-effect transistor 
(MOSFET) primarily became the frst priority for the VLSI industry and was used 
for its advantages over the BJT by dissipating zero control current during the idle 
scenario. In 1963, the frst logic gate was built using MOSFET technology by Frank 
Wanlass at Fairchild, and the logic gates consisted of p-channel metal oxide semi-
conductor (PMOS) and n-channel metal oxide semiconductor (NMOS) transistors 
known as complementary metal oxide semiconductor (CMOS) [5]. Currently, the 
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FIGURE 2.1 (a) First point-contact transistor at Bell Lab [3]. (b) Integration of a few transis-
tors into the frst integrated circuit [4]. 

CMOS is widely adopted in the electronics industry by the VLSI designers due to its 
ultra-low standby power consumption. 

2.1.2 VLSI DESIGN CONCEPT 

The concept of VLSI design is a complex process and designing an IC from the phys-
ical layout is carried out and processed with the hierarchal design process. Industry 
standard design tools such as electronic design automation (EDA) and computer-
aided design (CAD) are widely used in order to design and test the circuit level, gate 
level, and layout in a fully or semiautomated manner before the actual fabrication 
[6–8]. VLSI designers implement their thoughts based on the required applications 
in the form of IC chips using the VLSI design fow, as shown in Figure 2.2 [9]. 

FIGURE 2.2 Design concept of an IC using Y-chart. 
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The designing of semiconductor devices is broadly followed by considering the 
Gajski-Kuhn Y-chart in the VLSI industry. It is divided into three categories as 
depicted in Figure 2.2: behavioral, structural, and physical domains. Moreover, the 
methodology of a VLSI design is broadly categorized as front-end and back-end 
designs. The front-end design primarily includes the design of digital circuits using 
HDLs such as Verilog, Verilog hardware description language (VHDL), and System 
Verilog. The back-end design comprises CMOS library design, physical design, fault 
testing, fault identifcation, and its several characterizations. 

2.1.3 MOORE’S LAW 

The journey of the VLSI industry started in parallel with the concept given by 
Gorden Moore in 1965. After several observations for a number of transistors on 
a single chip with the technology enhancement, Moore [10] found that the num-
ber of transistors double in every 18 to 24 months from the journey of Intel micro-
processor 4004 (Figure 2.3) [11]. With the evolution of technology, transistor count 
has increased, and die area has reduced. Later, Robert Noyce and Gorden Moore 
cofounded the well-known Intel Corporation, which went on to become, and still is, 
the world’s largest chip manufacturer. 

FIGURE 2.3 The growth of transistors on a single chip (Moore’s law) [10, 11]. 
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TABLE 2.1 
Integration of Transistor on a Single Chip [12] 

Level of Integration Year Number of Transistors on a Single IC Chip 
Small-scale integration (SSI) 1950 Less than 100 

Medium-scale integration (MSI) 1960 Up to 1000 

Large-scale integration (LSI) 1970 Up to 10000 

Very-large-scale integration (VLSI) 1980 Up to 1000000 

Ultra-large-scale integration (ULSI) 1990 Up to 10000000 

Global-scale integration (GSI) 2000 Higher than 10000000 

2.1.4 SCALE OF INTEGRATION 

The ICs can be categorized based on the number of transistors on a single chip. It can 
be categorized as small-scale integration (SSI), medium-scale integration (MSI), large-
scale integration (LSI), very-large-scale integration (VLSI), ultra-large-scale integra-
tion (ULSI), and global-scale integration (GSI), as summarized in Table 2.1. 

2.1.5 TYPES OF VLSI CHIPS (ANALOG AND DIGITAL) 

The VLSI chips are broadly categorized into analog- and digital-based circuit imple-
mentation. The functionality of a digital IC depends on the binary level of inputs, that 
is, 0’s and 1’s. The analog ICs basically work by processing the continuous signal and 
are used for amplifcation, fltering, modulation, etc. The design process of a digital 
IC is mostly automated and transistor on a chip consumes less power and supply in 
comparison to the analog IC. The hardware description language (HDL) is used to 
describe the digital circuits, while analog cannot be described using HDL, and the 
analog modules need to be separated from the entire design process due to separate 
requirements of the ground terminals. In the case of analog VLSI, the impact of noise 
is more severe due to direct injection into the real system while testing the circuits. In 
a digital VLSI circuit, it is easy to identify the faults and has a lower impact on noise. 

2.1.6 LAYOUT, MICRON, AND LAMBDA RULES 

The design of the layout must follow some predefned set of rules before proceeding 
for an actual fabrication that is required in several masking processes. This set of 
rules is established to specify the geometrical structure of an object. The layout of an 
object must follow the minimum width and spacing between it to maintain the geo-
metrical area. These design rules are the bridge between the circuit-level designer 
and the IC fabrication engineer. The circuit designer always prefers to have a smaller 
design with effcient power utilization and high performance along with more pack-
ing density. However, the IC fabrication engineer is concerned only about the high 
yield of the process. The design rule can be specifed in the following two forms: 

Lambda (λ) rules: The lambda design rules are used to defne all the dimen-
sions of a geometrical feature size, as shown in Figure 2.4. The maximum 
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FIGURE 2.4 Dimensions as per the λ design rules. 

distance of λ units is acceptable to the feature size of the fabrication process 
at a particular technology [13]. The feature size of a process is set to be 2λ 
that is widely used in the academic purpose. 

Micron (µ) rules: The micron is mainly used in the foundries in the standard 
industry. The designer uses the absolute dimension by obeying the micron 
rules. It exhibits a 50% reduction in the design rules as compared to the 
lambda rules. This can differ from technology to technology, process by 
process, and company to company. 

2.2 VLSI FABRICATION PROCESS 

In this section, the detailed aspects of the process and manufacturing involved in 
the actual fabrication techniques are discussed. The importance of this section is 
to understand the consequences and basic knowledge behind the actual fabrication 
process. 

2.2.1 PURIFICATION, CRYSTAL GROWTH, AND WAFER 

PROCESSING (CZ AND FZ PROCESS) 

The detailed process related to purifcation and wafer processing is described as 
follows: 

2.2.1.1 Introduction 
The most naturally available semiconductor materials – such as silicon, chemical 
name Si, atomic number 14, and relative atomic mass 28.0855 (composite of silica 
and silicates) – are used as base materials due to their inherent properties in the 
semiconductor industry [14]. Most of the electronic devices are based on silicon that 
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covers almost 95% of the electronics industry to date. Since the 1950s, the germa-
nium was used as a semiconductor material, but several researchers reported the 
incompatibility with some of the applications due to high junction leakage current. 
The higher leakage current is due to the narrow bandgap of 0.66 eV of germanium. 
This led to the adoption of new semiconductor materials like silicon, having a higher 
energy bandgap of 1.170 eV and more stability compared to the germanium. The 
silicon wafer can be obtained from the natural material available in the pure form 
of sand via silicon dioxide SiO2 known as quartzite [15]. In order to form pure Si, a 
high temperature is provided to the container that contains a mixture of SiO2 and 
various composites of carbon such as coal, coke, and even wooden chips. This 
leads to the separation of SiO2 bonding after reacting with carbon by producing 
carbon monoxide and Si at reduced temperature. The chemical reaction can be 
presented as 

SiO2 + 2C → Si + 2CO↑ (2.1) 

The reaction involved in this process produces about 98 to 99% pure polycrystalline 
silicon or sometimes called crude silicon or metallurgical-grade silicon (MGS). 

2.2.1.2 Electronic Grade Silicon 
The Electronic Grade Silicon (EGS) is the raw material used to produce the single 
crystal silicon and a highly purifed polycrystalline material. Even though the MGS 
exhibits less impurities in the order of parts per million (ppm), it is still required to 
be purifed further such that the level of impurities is in the order of parts per billion 
(ppb) [16]. In order to obtain highly purifed EGS from MGS, several reactions need 
to be accomplished through the chemical purifcation process. The following steps 
need to be performed: 

1. The production of MSG inside the submerged electrode arc furnace shown 
in Figure 2.5. 

2. The conversion of MGS into a volatile silicon compound such as monosi-
lane (SiH4), dichlorosilane (SiH2Cl2), and trichlorosilane (SiHCl3) followed 
by distillation in order to purify the MGS. 

3. Finally, the highly purifed EGS can be obtained after decomposition. 

The expression given below demonstrates the actual reaction that takes place inside 
the submerged electrode arc furnace. 

SiC (solid) + SiO2 (solid) → Si (liquid) + SiO (gas) + CO (gas) (2.2) 

The MGS used in this process is not suitable for metal alloys used in manufacturing 
solid-state devices. Therefore, an additional processing step is required in order to 
synthesize trichlorosilane (SiHCl3) that is obtained by reacting anhydrous hydrogen 
chloride with silicon at 300°C, as shown below: 

Si (solid) + 3HCl (gas) → SiHCl3 (gas) + H2 (gas) + Heat (2.3) 
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FIGURE 2.5 Schematic of electrode arc furnace to produce MGS [16]. 

Afterward, the chemical vapor deposition (CVD) process is performed to further 
purify the SiHCl3 to form EGS. 

2SiHCl3 (gas) + 2H2 (gas) → 2Si (solid) + 6HCl (gas) (2.4) 

An alternate approach to form EGS is more effective in terms of lower cost and less 
harmful reaction by products while using silane instead of trichlorosilane [17]. The 
reaction can be obtained as 

SiH4 (gas) + Heat → Si (solid) + 2H2 (gas) (2.5) 

2.2.1.3 Czochralski Crystal Growing 
In general, the semiconductor-grade devices cannot be directly fabricated using 
polycrystalline silicon; therefore, the frst step required in the wafer manufactur-
ing process is the formation of the ingot or large single crystal silicon (i.e., mono-
crystal). Most common methodologies such as Czochralski (CZ) and the Float Zone 
(FZ) are used to obtain the silicon single crystal ingots. 

1. Czochralski method: In this method, a feed material (polycrystalline sili-
con) is used as the raw material that is melted in a high-temperature furnace 
of 1400°C with a small doping amounts of As, B, P, and Sb. This mixture is 
melted in a highly pure quartz crucible in the presence of inert gas of argon. 
After melting the feed material into a cylindrical shape crucible, the seed 
rod is dipped from the top and a small portion of the seed is dipped into the 
melted feed [18]. Further, the dipped seed is slowly lifted while rotating in 
a circular motion and maintaining the furnace temperature. A new crystal 
shape is formed at the interface of the melted feed and the seed rod with a 
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controlled diameter by adjusting the temperature, pulling rate, and rotat-
ing speed. This methodology is important for the production of defect-free 
silicon by growing the small diameter of crystal in order to reduce the den-
sity of crystallographic defects. The arrangement of a Czochralski puller is 
shown in Figure 2.6. 

FIGURE 2.6 A schematic arrangement of a Czochralski puller [19]. 
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FIGURE 2.7 An experimental arrangement for the Float Zone process [19]. 

2. Float Zone (FZ): This is an alternate process of obtaining the highly pure 
silicon crystal as grown by the Czochralski methodology. The schematic 
diagram of the FZ is demonstrated in Figure 2.7, wherein the production 
takes place under vacuum or in an inert gas environment. Initially, the 
highly purifed polycrystalline feed rod and a monocrystalline seed rod are 
placed face to face vertically on top of each other. The high temperature 
of the chamber (molten zone) is maintained such that the polycrystalline 
feed rod partially melts at the molten zone and the seed rod is brought up 
to make the contact with the drop of melt formed at the tip of the poly-
crystalline silicon rod and simultaneously the material is purifed [19]. 
Moreover, the purifed material is passed through the necking process 
before it reaches to its desired diameter in order to establish a defect-free 
crystal. The comparative analysis is summarized based on the character-
istics in Table 2.2. 
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TABLE 2.2 
Comparison of CZ and FZ Characteristics 

Characteristics CZ FZ 
Grown speed (mm) 1–2 3–5 

Crucible Yes No 

Consumable material cost High Low 

Heat or cool uptime Long Short 

Axial resistivity Poor Good 

Oxygen content (atom/cm3) >1 × 1018 <1 × 1016 

Carbon content (atom/cm3) >1 × 1017 <1 × 1016 

Metallic impurity content High Low 

Production diameter 150–200 100–150 

2.2.1.4 Silicon Shaping 
Silicon shaping is an important process before the production of the wafer where they 
are used as the base material for IC manufacturing. The silicon shaping commonly 
requires three operations, namely, slicing, lapping, and etching. In order to perform 
these three operations, the monocrystal ingots obtained from either CZ or FZ are frst 
required to maintain their uniform diameter with fat orientation [20, 21]. 

i. Slicing: A diamond saw is primarily used to slice the wafer, wherein an 
inner-edge diamond saw is mostly used instead of an outer-edge diamond 
saw. This is because the use of inner-edge diamond saw results in lesser 
kerf of the blade edge and fewer irregularities in the fnal shape. 

ii. Lapping: In order to remove the rough surface and to maintain its symme-
try after slicing with the inner-edge saw, the sliced wafer is then mechani-
cally lapped. In this process a mixture of abrasive corundum (i.e., Al2O3) 
powder and water is applied on the wafer. Afterward, a wafer with a very 
smooth fnish is produced by performing the four-way rotation on the wafer. 

iii. Etching: Etching is the fnal stage in wafer processing in which the abra-
sive and damaged surface is repaired,, and microcracks are eliminated. 
Chemical solutions such as a mixture of nitric acid (HNO3) and glacial 
acetic acid (CH3COOH) are used to perform the etching process. 

2.2.2 OXIDATION 

In this subsection, the readers can understand the frst step of fabrication by under-
standing the thermal oxidation process. The growth mechanics and oxidation 
techniques can be further understood in order to have controlled oxides, and their 
important properties are as follows: 

2.2.2.1 Introduction 
In the fabrication of ICs, one of the most initial steps is to perform the oxidation pro-
cess on top of the silicon wafer. High-quality oxide is required to form in a controlled 
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and repetitive manner to maintain the characteristics. In order to achieve this, the 
thermal oxidation process can be performed using either dry oxidation or wet oxi-
dation methodology based on the requirements. Therefore, an understanding of the 
oxidation process is primarily required for the designer; furthermore, there is a need 
to understand the electrical signifcance of the oxide. 

2.2.2.2 Growth Mechanism 
The development of high-quality silicon dioxide (SiO2) made a reliable production 
of the commercial IC in the VLSI domain [22]. Of the several oxidation processes, 
such as thermal oxidation, electrochemical anodization, and plasma-enhanced CVD 
(PECVD), only thermal oxidation can provide the highest quality oxides that can 
work as excellent insulators. The friendly nature of silicon with oxygen rapidly forms 
an oxide layer under the infuence of the oxidizing process. The chemical reaction 
for the dry and wet oxidation process can be obtained as below: [23] 

Dry oxidation process: Si (solid) + O2 → SiO2 (solid) (2.6) 

Wet oxidation process: Si (solid) + 2H2O → SiO2 (solid) + 2H2 (gas) (2.7) 

Both the dry and wet oxidation processes are used to form a specifc thickness of the oxide 
layer above the silicon wafer. Dry oxidation exhibits a good interface between Si and SiO2 

and forms a thin oxide layer in a device structure. Similarly, the higher growth rate of wet 
oxidation produces a thick layer of oxides that uses the water vapor. Figure 2.8 depicts the 
formation of the oxidation process involved before and after the reaction. 

2.2.2.3 Oxidation Techniques and Systems 
There are several techniques, such as peroxidation cleaning, dry oxidation, HCL dry 
oxidation, wet oxidation, and plasma oxidation, available based on the desired thick-
ness and requirement of oxide properties in the fabrication process. 

i. Pre-oxidation cleaning: In order to maintain the higher reliability and elec-
trical characterization of an IC, the peroxidation process needs to be per-
formed [24]. This process is primarily required such that any contaminant 

FIGURE 2.8 The oxidation process (a) before oxidation and (b) after oxidation, where tSi 

and tox denote the thickness of silicon and silicon dioxide, respectively. 



 

 

 

 

 

 

  

 
 
 

48 Introduction to Microelectronics to Nanoelectronics 

present in the form of organic and nonorganic particles in the silicon wafer 
can be eliminated using the chemical cleaning process. A high degree of 
cleaning must be followed before putting it into the high-temperature fur-
nace to maintain the contaminant-free oxidation of silicon wafer. 

ii. Dry, HCL dry, and wet oxidation: In this process, the microprocessor-
based equipment is used directly to perform the dry and HCL dry oxidation 
to have a precise outcome. In this process, special care needs to be taken 
while handling the HCL and the amount of water vapor during the reaction 
with silicon wafer as it has a higher impact during the oxidation process. 

iii. High-pressure oxidation: This type of oxidation process is mainly used to 
form an oxide layer at a relatively low temperature during run time and is 
comparable to typically high temperature, 1 atm conditions. The oxidation 
process using high-pressure drastically reduced the oxidation time [25]. 
The high-pressure oxidation also exhibits an excellent advantage for lower 
device dimensions at low operating temperatures by introducing suppressed 
defects and minimum lateral diffusion. 

iv. Plasma oxidation: Unlike the high-pressure technique, plasma oxidation 
requires a much lower temperature to perform oxidation on top of the sili-
con wafer [26]. It also provides similar advantages as high-pressure oxi-
dation along with the minimized movement of previous diffusions and 
protection from defect formation. 

2.2.2.4 Redistribution of Dopants at Interface 
At the time of the oxidation process, the silicon is either heavily or moderately doped 
with P-type or N-type depending on the case. In order to understand, we frst defne 
the term segregation coeffcient that is nothing but the ratio of an equivalent concen-
tration of dopant in the silicon to the equivalent concentration of the dopant in silicon 
dioxide [27]. The redistribution process mainly depends on the ratio of solubility of 
Si and SiO2, where the redistribution of dopant will continue until the concentration 
at the interface becomes the same as the ratio of their solubility in both the materials 
[28]. The segregate coeffcient can be denoted by k and expressed as equation (2.8). 
The k of different dopants in Si is summarized in Table 2.3. 

solubility˜in˜Si 
k = (2.8) 

solubility˜in˜SiO2 

2.2.2.5 Oxidation of Polysilicon 
In an IC technology, the conducting interface between the devices and the gates is 
established using polysilicon. Isolation between the multilayers of polysilicon can be 

TABLE 2.3 
Segregation Coeffcient of Different Dopant Materials in Silicon 

Dopant Materials 
K 

Antimony 
10 

Arsenic 
10 

Boron 
0.1–0.3 

Gallium 
20 

Phosphor 
10 
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FIGURE 2.9 A thick polysilicon observed via SEM on 300 nm oxide [29]. 

provided using thermal oxidation that can protect to have interference between each 
other. Therefore, an understanding of the oxidation process is necessary for the 
designer such that the IC can last longer [29]. The oxide layer is grown on the boron-
doped thick polysilicon layer, as shown in Figure 2.9, using a fast deposition process 
(40 nm/min) at 680°C. 

2.2.3 EPITAXIAL DEPOSITION 

In this subsection, readers can understand the importance of epitaxy on top of the 
single crystalline silicon in order to have a thin layer of ordered crystalline. Further, 
various types of epitaxy are also explained in the consequent subsections along with 
the evaluation of epitaxy. 

2.2.3.1 Introduction 
In the modern VLSI technology, the term epitaxy is derived from the Greek epi, 
means above, and taxis, an ordered manner that defnes the creation of one or more 
thin crystalline layers in ordered orientation above the substrate [30]. Based on the 
composition of the substrate and the layer, it can be classifed as homo-epitaxy and 
hetero-epitaxy. If the thin epitaxy layer is made up of the same material as the sub-
strate, it is known as homo-epitaxy, whereas in hetero-epitaxy the epitaxy layer is of a 
material different from the substrate [31]. The epitaxial growth methodology is used 
to grow the highly purifed single crystalline material that was frst introduced by 
Royer in 1928. The electrical and optical properties can be precisely controlled using 
the techniques other than the bulk ones. There are several epitaxy methodologies 
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available to form high-quality epitaxial growth, such as vapor-phase epitaxy (VPE) 
and molecular beam epitaxy (MBE). 

2.2.3.2 Vapor-Phase Epitaxy 
In VPE, the deposition of an atom can be performed using vapor such that the for-
mation occurs between the interface of gaseous and solid matter. The growth of 
epitaxial silicon can be achieved using four silicon composites such as silicon tetra-
chloride (SiCl4), dichlorosilane (SiH2Cl2), trichlorosilane (SiHCl3), and silane (SiH4) 
[32]. From the industry point of view, the most commonly used composite is SiCl4 

in the VPE from 1200 to 1250°C [33]. For example, the silicon tetrachloride reacts 
with hydrogen and produces SiCl2 and HCl. Further, this SiCl2 gets absorbed on the 
sample surface and forms silicon and SiCl4. The chemical reaction with hydrogen 
gas is expressed as 

SiCl4 + H2 → SiCl2 + 2HCl (2.9) 

SiCl2 + Si → Si + SiCl4 (2.10) 

Similarly, chlorine can be used in place of chlorosilane when one or more hydrogen 
atoms are replaced. 

SiCl4 + H2 → SiHCl3 + HCl (2.11) 

SiHCl3 + H2 → SiH2Cl2 + HCl (2.12) 

The SiH2Cl2 obtained from the previous reaction can further react with hydrogen to 
form SiH3Cl and HCl. 

SiH2Cl2 + H2 → SiH3Cl + HCl (2.13) 

SiH2Cl2 → SiCl2 + H2 (2.14) 

SiCl2 + H2 → Si + 2HCl (2.15) 

This reaction is called surface catalysis that takes place only in the presence of the 
sample surface. This technique is used for mass production of electronic devices due 
to its low-cost, high-throughput, and advanced epitaxial structure. The process steps 
of the VPE are listed below and depicted in Figure 2.10. 

i. Transfer of reactants to the region wherein the epitaxy needs to grow. 
ii. Transfer of reactants to surface with a mixture of carrier gas and reactants. 

iii. Absorption of reactants into the substrate that can handle surface process-
ing such as a surface reaction and surface diffusion along with the site 
incorporation. 

iv. The product desorption and transfer of the product into the main gas stream. 
v. The fnal product away from the epitaxial growth region. 
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FIGURE 2.10 The steps followed to perform VPE. 

2.2.3.3 Molecular Beam Epitaxy 
In the late 1970s, J. R. Arthur and Alfred Y. Cho developed a technique to deposit 
a thin layer of single crystal that is widely used in the manufacturing of electronic 
devices [34]. This technique is used to fabricate the transistor; it also includes sev-
eral components such as a diode, MOSFET, and lasers. This epitaxy methodology is 
performed using the evaporated technique instead of the CVD process. This process 
forms an atomic layer by layer thin crystal on top of the substrate depending on the 
nature of the crystal required to create. Figure 2.11 depicts the complete process 
involved to create a thin layer under ultra-high vacuum environments [35, 36]. First, 
a high temperature (approx. hundreds of degrees, 500–600°C or 900–1100°C) is 
provided to the substrate followed by a relatively precise beam of atoms that are 
fred one by one at the substrate using guns known as effusion cells. Each effusion 
cell contains a different kind of atom depending on the layer required on top of the 
substrate. Later, the condensation process is performed after the molecules reside 
on top of the substrate and slowly an ultra-thin flm deposited. Since this process 
involves manipulation of different atoms on top of the substrate, it will be suitable 
for nanotechnology. 

2.2.3.4 Silicon on Insulator 
The concept of using an insulator on top of the silicon was introduced by C.W. 
Miller and P.H. Robinson in 1964. Later in 1979, the research group of Texas 
Instruments fabricated a silicon-on-insulator MOSFET and 3D IC with SOI CMOS 
in 1983 by the Fujitsu research group, respectively [37]. In 1995, IBM announced 
the frst commercial use of SOI in CMOS technology. The use of an insulator on top 
of the silicon is motivated in order to reduce the impact of higher parasitic occurs 
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FIGURE 2.11 The process arrangement of molecular beam epitaxy [35, 36]. 

due to junction capacitance. Further scaling down of technology, the SOI primarily 
provides several advantages as follows: 

i. It provides higher power effciency because of the lower leakage current 
due to isolation. 

ii. The power consumption improved due to isolation from the bulk silicon. 
It exhibits lower circuit parasitic. 

iii. An equivalent Vdd provides higher performance. 
iv. Several issues related to the antenna are resolved. 
v. It utilizes the maximum area of the wafer. 

2.2.4 LITHOGRAPHY 

The detailed process of lithography is demonstrated in the following subsections: 
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2.2.4.1 Introduction 
In 1796, lithography was frst introduced by a German author, Alois Senefelder as a 
cheap method to transform the design into a base substrate. In general, it can be used 
to reprint the artwork or any print text on to another material or substrate [38]. Since 
1960, most of the bulk production of books and magazines with colored images is 
done based on the offset lithography. After that, fabrication and mass production of 
ICs in the VLSI industry play a signifcant role. The conventional lithography was 
widely used but the cost of fabrication using conventional lithography was high and 
can be classifed as photolithography and particle beam lithography. The different 
kinds of lithography methodology can be explained in subsequent subsections in a 
detailed manner. 

2.2.4.2 Optical Lithography 
A technique to transfer the image or layout of electronic components from the mask 
on to the surface of the semiconductor substrate with a photoresist thin material is 
known as optical lithography or photolithography. This process uses an ultraviolet 
light or visible light to form the pattern on photoresist material. There are two differ-
ent kinds of photoresist material used in order to form a pattern such as negative and 
positive photoresist. Based on the solubility, one can use either positive or negative 
photoresist material [39]. 

Negative photoresist: The developer solution has less solubility, if the light 
exposed on the photoresist material forms negative images of the mask pattern on 
the silicon wafer surface. 

Positive photoresist: The developer solution has higher solubility, if the light 
exposed on the photoresist material forms positive images of the mask pattern on the 
silicon wafer surface. 

The process of photolithography involves several steps, as shown in Figure 2.12 to 
transfer the actual mask on to the wafer surface as follows [40]: 

i. First, the wafer surface layer needs to be cleaned followed by suffcient 
heating is provided in order to remove any moisture present on the wafer 
surface layer. 

ii. The spin coating of photoresist material (positive or negative resist) needs to 
apply on top of the wafer surface based on the applicability to develop the mask. 

iii. The ultraviolet rays are used to develop the mask pattern based on the posi-
tive or negative resist on the wafer surface. The positive photoresist is most 
commonly used due to higher solubility during UV light exposure. 

iv. Finally, etching and stripping process are performed to remove the photoresist. 

Advantages: 
i. It does not require any additional material and can etch the pattern or design 

to the silicon wafer using a single beam of UV light. 
ii. It is cost-effective and produces a pattern with high effciency. 

iii. The exact size and shape of the entire substrate can be controlled using this 
methodology. 
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FIGURE 2.12 The steps involved in photolithography. 

Disadvantages: 
i. In order to produce effective pattern, it requires a fat substrate. 

ii. It cannot produce an effcient pattern for an object that is not fat. 
iii. It requires a high degree of cleanness in order to avoid environmental haz-

ards and any other contaminants. 

2.2.4.3 Electron Beam Lithography 
In the late 1960s, electron beam lithography (EBL) was the first developed 
technique that used the scanning electron microscope (SEM) integrated with 
control units. This process uses a common poly-methyl methacrylate (PMMA) 
polymer as an electron beam resist material till today [41]. In the nanotechnol-
ogy regime, the EBL is used due to its tremendous advantages over conven-
tional lithography. EBL exhibits several advantages such as higher resolution 
and precise pattern transform up to 20 nm; it reduces the impact on undesired 
pattern area, print complex pattern, flexible technique that can work for a vari-
ety of materials, and so on. The process flow of EBL to perform nanofabrica-
tion is presented in Figure 2.13 [41, 42]. 

The frst step of the process involves cleaning the surface area of wafer followed by 
spin coating with electron beam resist material that is sensitive to the electron beam. 
Further, the light microscope (LM) and SEM together are used to provide control on 
developing the precise nanostructure. The LM and SEM can be used multiple times 



 
 
 

 

 

55 VLSI Scaling and Fabrication 

FIGURE 2.13 The process fow of EBL technique. 

in order to control and perform the exposure process. Following this, the proper 
alignment to the electron beam resist material needs to perform using “shuttle & 
fnd” to achieve an accurate pattern on top of the wafer surface. Furthermore, the 
nanostructure as per the design can be developed using a liquid developer. Finally, 
the dry or wet etching and the lift-off are together used to complete the nanofabrica-
tion using this methodology. 

Advantages: 
i. It is capable of developing the complex pattern directly on the silicon wafer. 

ii. It does not have a diffraction problem. 
iii. It can develop the pattern with high resolution up to 20 nm as compared to 

the photolithography that can develop approximately 50 nm. 
iv. It is a fexible technique due to the direct development of the pattern on the 

wafer and does not require any mask. The pattern can be changed instantly 
based on the pattern using CAD from the system. 
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Disadvantages: 
i. It operates slower than optical lithography due to point-by-point exposure, 

which limits the speed. 
ii. The developing pattern on the wafer is expensive and complicated. 

iii. It exhibits forward and backscattering during the operation. 

2.2.4.4 X-ray Lithography 
The limitation of optical lithography provides a way to propose a new lithography 
technique known as X-ray lithography that can even work for short-wavelength. As 
the impact of diffraction reduces and resolution increases, the wavelength in opti-
cal lithography is also reduced. Further reduction in wavelength limits the perfor-
mance of optical lithography due to the absorption of a signal on optical material. 
Therefore, the optical lithography becomes opaque but the transmission increases 
again for the X-ray region. In 1972, the X-ray lithography was the frst technique that 
worked with an X-ray source [43]. Figure 2.14 depicts the various steps involved to 
perform X-ray lithography, wherein the substrate is coated with X-ray resist mate-
rial. The X-ray source along with the mirror is used to provide controlled rays on 
top of the desired mask such that the required pattern can be developed on the 
silicon substrate. 

Advantages: 
i. It can develop the pattern faster than the EBL technique. 

ii. It can provide a high resolution of approximately 0.5 µm. 
iii. It provides a reduced refection, diffraction, and scattering effect at a short 

wavelength. 
iv. It provides a higher aspect ratio. 
v. The depth of focus problem can be solved using this methodology. 

Disadvantages: 
i. Shadow printing is a major problem and has a lateral magnifcation error. 

ii. In order to operate, it requires brighter X-ray sources. 
iii. It is more sensitive toward the X-ray resist materials. 
iv. The production of the mask is very expensive. 

FIGURE 2.14 Schematic of X-ray lithography [43, 44]. 
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2.2.5 POLYSILICON AND DIELECTRIC DEPOSITION 

The process related to the deposition of polysilicon and dielectric materials is 
described below: 

2.2.5.1 Deposition Process 
In the VLSI design, deposition process uses a deposited materials to form a thin flm 
that can provide electrical insulation between the metals, conducting region within a 
device, and protection from other environmental hazards. There are several methods 
to deposit thin flm and the most commonly used materials are the polycrystalline 
silicon, silicon dioxide, and plasma deposited silicon nitride. The most widely used 
CVD methodologies are atmospheric-pressure CVD (APCVD), low-pressure CVD 
(LPCVD), and PECVD or plasma deposition [45–47]. 

Atmospheric pressure CVD: This method was frst used in the VLSI microelec-
tronics industry to deposit doped and undoped oxide material at atmospheric or nor-
mal pressure. At low temperature, the deposited oxide material exhibits low density 
and moderate coverage. The chemical reaction given below provides an advantage 
of higher wafer throughput when silane (SiH4) reacts with the oxygen in the same 
chamber in order to form a thin flm at about 430°C temperature. 

SiH4 + O2 → SiO2 + 2H2 (2.16) 

The deposition technique is used based on the material deposited on top of the wafer, 
as depicted in Figure 2.15 [48, 49]. The wafer is kept on top of the moving belt 
through the rotter as a transport system and the processed gases are deposited from 
the top side. The deposition rates involved in this process are very fast in the order 

FIGURE 2.15 A mechanism to perform chemical vapor deposition based on atmospheric 
pressure [48]. 
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FIGURE 2.16 A general view of the low-pressure CVD process [49]. 

of 600 to 1000 nm/min. The whole process of AVCVD performs at a pressure of 
approximately 1 atm at 0°C. The moving wafer with the help of the transport system 
passes through a heater in order to accelerate the reaction process. Both the ends of 
the top chamber are used to supply nitrogen gas inside the chamber in order to pro-
tect the atmosphere from leaking the process gas outside. The same transport belt 
is continuously cleaned up to remove any contaminant present during the process. 

LPCVD process: This system is used to produce various thin-flm materials uniformly 
based on the requirement using low pressure, as depicted in Figure 2.16. In this process, the 
silicon wafer is put on top of the wafer holder and the processing gas is passed through the 
inlet such that the reaction is carried out with other gases inside the chamber. The reaction 
occurs inside the chamber in the presence of a hot or cold quartz tube reactor and provides 
high throughput and good thermal uniformity that results in a uniform thin flm. 

PECVD process: This process is used to deposit a thin flm on top of the wafer at 
a low temperature between 100 and 400°C. In this process, thermal and cold plasma 
are used, wherein the particles in the gas and electrons are at the same temperature and 
cold plasma uses the energy of electron by changing its pressure. The schematic dia-
gram of the process involved in the PECVD is demonstrated in Figure 2.17 that shows 

FIGURE 2.17 Schematic of PECVD process. 



 

 

 

    

 

  

 

59 VLSI Scaling and Fabrication 

TABLE 2.4 
Characteristics of the Various CVD Processes 

Techniques Advantages 
APCVD Faster deposition, work at low temperature, 

and simplest reactor to process 

LPCVD The formation is uniform and provides 
excellent purity, large wafer capacity, 
conformal step size, and high throughput 

PECVD Rate of deposition is faster and required 
temperature is low, provides a good step 
coverage 

Disadvantages 
Particle contaminant is present, throughput 
is low, and poor step coverage 

Requires higher temperature to operate 
and the rate of deposition is low 

Particle contaminant and chemical like H2 

present during the process 

the wafer inside the chamber along with the gas mixture reacting at an extremely low 
temperature due to the presence of plasma particles [49]. The RF power input is pro-
vided from the top and the exhaust gases are pumped through the bottom side. The 
advantages and drawbacks of various CVD process are summarized in Table 2.4. 

2.2.5.2 Polysilicon 
In the modern VLSI industry, the silicon layer is categorized as epitaxial silicon and 
polycrystalline silicon (polysilicon). In CMOS technology, the gate electrode is often 
made of polysilicon along with most of the local interconnect as well due to higher 
sheet resistance as compared to a metal wire. In order to form polysilicon, the silane 
(SiH4) is reacted with a high temperature using various CVD processes as per the 
requirement [50]. The chemical reaction is as follows: 

SiH4 → Si + 2H2 (2.17) 

Polysilicon can be deposited on top of the silicon wafer using various methods such 
as diffusion, ion implantation, or in situ doping by following the CVD process. The 
polysilicon is heavily doped with impurities in order to use in MOS transistor as a 
gate electrode. The heavily doped polysilicon either with P-type or N-type is used to 
reduce the sheet resistance of the material. 

2.2.5.3 Silicon Dioxide 
In the VLSI industry, most of the fabrication processes utilize quartz glass or oxide 
that is known as silicon dioxide (SiO2). The SiO2 flm can be deposited either by 
adding impurities or can be grown on top of the wafer. The gate oxide of the MOS 
transistor is made up of SiO2, which acts as an excellent insulator and is compatible 
to a silicon wafer with a dielectric constant of 3.9. In order to develop silicon dioxide, 
silicon is reacted with oxygen in appropriate ambient surroundings. In this process, 
a thin dielectric flm with an average growth rate of approximately 1.5 nm per hour 
with a thickness of 4.0 nm is produced. There are several CVD processes that can 
deposit the thin flm of silicon dioxide on top of the silicon wafer and can be used in 
a variety of places at the time of fabrication of CMOS ICs. 
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2.2.5.4 Silicon Nitride 
Silicon nitride (Si3N4) is used to prevent the circuit during fabrication from other con-
taminants present in the environment. It can be used for passivating silicon devices 
that act as a good barrier to the diffusion of water and sodium [51]. The dielectric 
constant of silicon nitride is relatively high at about 7.8 and is also used as a mask for 
the selective oxidation of silicon. Silicon nitride, also known as nitride and mostly 
deposited with silane (SiH4) and ammonia (NH3), reacts at a temperature of about 
900°C [52, 53]. The chemical reaction can be observed as 

3SiH4 (gas) + 4NH3 (gas) → Si3N4 + 12H2 (gas) (2.18) 

2.2.6 DIFFUSION 

The detailed process of diffusion is described in the following subsections: 

2.2.6.1 Introduction and Model of Diffusion 
In a semiconductor, the impurity atoms are diffused in a controlled manner into the 
silicon wafer to alter the conductivity of the material. There are various procedures 
involved to introduce the dopant atoms into the silicon wafer. The dopants used in the 
diffusion process can be either P-type or N-type based on the impurity as a trivalent or 
a pentavalent. The most common trivalent P-type dopant is boron (B) and the pentava-
lent N-type dopant is arsenic (As) and phosphorus (P). The phenomenon of diffusion 
process can be observed based on the movement of atoms from higher concentration 
(higher energy) to lower concentration (lower energy) until the concentration becomes 
uniform. The process involved is called diffusion. The process can be easily under-
stood based on the impurity atoms added on the silicon in order to change the conduc-
tivity. The diffusion rate of the impurity atom onto the silicon depends on the applied 
temperature [54]. The diffusion model can be elaborated in solid based on Figure 2.18, 
where Figure 2.18(a) demonstrates the vacancy diffusion mechanism by occupying 
the lattice site. However, Figure 2.18(b) depicts the movement of an interstitial atom 
around the lattice from one place to other without occupying the lattice site. 

FIGURE 2.18 The diffusion of atom for (a) vacancy and (b) interstitial mechanism. 
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FIGURE 2.19 Schematic of Flick’s frst law of diffusion. 

2.2.6.2 Flick’s First Law of Diffusion 
The fux of the particles fows from higher concentration to lower concentration with a 
magnitude that is proportional to the concentration gradient and can be expressed as [55] 

Jparticles = −D dC 
(2.19) 

dx 

where Jparticles, dC/dx, and D are denoted as the fux of the particles, the concentration 
gradient, and the diffusion coeffcient or diffusivity, respectively. The negative sign 
on expression (2.19) defnes the fow of particles from higher concentration to the 
lower concentration as depicted in Figure 2.19 that is known as Flick’s frst law. The 
diffusivity (D) can be given in the units of cm2/s or m2/s, C is in units of atoms cm−3. 

2.2.6.3 Diffusion Factors 
In general, the diffusion process primarily depends on the diffusivity (D) parameter. There 
are several factors involved that have a major impact on diffusivity such as the following: 

Diffusing species: This phenomenon impacts the diffusion rate if the con-
centrations on both ends have a higher difference than the diffusion that 
takes place with a higher diffusive rate, whereas the diffusion rate becomes 
slower if the concentration on both sides is almost equal. 

Temperature: The diffusion rate and the diffusivity have a higher impact due 
to variation on temperature. The diffusion rate increases with an increase 
in the temperature due to the energy gained by each particle to move faster 
from one place to another. Similarly, the impact becomes slower as tem-
perature reduces due to the lower energy present in each particle and dem-
onstrates a slower diffusion rate. 

Size of molecules: The diffusion rate becomes faster with a smaller size of 
particles or molecules while the rate becomes slower with a larger size of 
particles. The particle present in the medium acts as a barrier to diffusion. 

State of the matter: The diffusion becomes faster in gas molecules as com-
pared to the liquid. 
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TABLE 2.5 
Diffusivity of Elements in the Polysilicon Film 

Impurity Frequency Energy, 
Elements Factor D0 E (eV) Diffusivity, D Temperature, T References 
As 8.6 × 104 3.9 2.4 × 10−14 800 [56] 

P – – (6.9–63) × 10−13 1000 [57] 

B (1.5–6) × 104 2.4–2.5 9 × 10−14 800 [58] 

Density of diffusion substrate: The region of higher density is responsible for 
lower diffusion due to the presence of a large number of particles. 

2.2.6.4 Diffusivity in Polycrystalline Silicon and SiO2 

In modern VLSI technology, the use of polysilicon becomes more popular due to 
its major properties such as self-aligned as polysilicon gate and act as an intermedi-
ate conductor in a two-level structure. The diffusion sources, load resistor, the gate 
electrode, and local interconnect are realized using polysilicon for many important 
applications. The several doping elements such as boron, phosphorus, and arsenic 
are used to reduce the resistivity of polysilicon. The doping must be performed after 
the gate region is formed at low temperature in order to protect the polysilicon from 
diffusion in the gate oxide such that performance does not degrade. The diffusivity 
of several elements such as arsenic (As), boron (B), phosphorus (P), and antimony 
(Sb) in polysilicon is summarized in Table 2.5. 

Similarly, silicon dioxide is used to protect the silicon wafer against the impurity 
elements before pre-deposition. Therefore, it is necessary to measure the quantitative 
value of diffusion of impurities in SiO2 as illustrated in Table 2.6. The diffusivity of 
Group III and Group V elements strongly depends on their concentration, whereas 
Group III and V elements are formers in silicon dioxide such that it can lower the 
melting temperature of the oxide flm. 

2.2.7 ION IMPLANTATION 

Details of the steps involved in the ion implantation process are discussed in the fol-
lowing subsections. 

TABLE 2.6 
Diffusivity of an Element in Silicon Dioxide (SiO2) 

Impurity 
Elements 
As 

P 

B 

Sb 

Frequency Factor 
D0 (cm2/s) 

3.7 × 10−2 

5.73 × 10−5 

7.23 × 10−6 

1.31 × 1016 

Energy, E (eV) 
3.7 

2.20 

2.38 

8.75 

Source and 
Ambient 
Ion implant, O2 

P2O5 vapor, N2 

B2O3 vapor, N2+O2 

Sb2O5 vapor, O2+N2 

References 
[59] 

[60] 

[60] 

[60] 
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2.2.7.1 Introduction 
In the VLSI industry, the two different kinds of doping methods are used such as 
diffusion and ion implantation based on the requirement during the fabrication of 
electronic components, complicated structure, and devices on the silicon wafer. Using 
this approach, material properties can be modifed by implanting high-energy ions on 
the silicon wafer. The energy of ions is mainly responsible for acquiring the changes 
in the material properties. In the ion implantation process, the beam of ion impurities 
is accelerated to kinetic energy and directed to the surface of the silicon wafer. 

2.2.7.2 Range Theory 
The basic phenomenon of ion implantation on a silicon wafer is covered in this sub-
section by defning the physics of ion collisions, range distribution, impact on a crys-
tal lattice, damages, and recoil distributions. 

Ion stopping power: Figure 2.20 demonstrates the behavior of implanted ions that 
strike the desired target while passing through several collisions with the host target 
until it reaches to the equilibrium state at some depth. The sum of nuclear and electron 
having energy per unit path length (l) is termed as the total stopping power Ps. 

° dE ̇ ° dE ̇
Ps = ˛̋ ˆ̌ + ˛̋ ˆ̌ (2.20) 

dl dlelectronic nuclear 

FIGURE 2.20 Monte Carlo calculation of 128 ion trajectories for 50 KeV boron implanted 
into silicon [61]. 
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FIGURE 2.21 The ion stopping power w.r.t. ion velocity having nuclear and electronic stop-
ping components at low, intermediate, and high energy [61]. 

Similarly, the ion stopping power w.r.t. ion velocity having nuclear and electronic 
stopping components at low, intermediate, and high energy is depicted in Figure 2.21. 

2.2.7.3 Implantation Equipment 
A general schematic of the ion implantation system is depicted in Figure 2.22 [62], 
whereas the ion source is used to ionize the desired impurity present in the form 
of gas. The ion beam generated from the source is separated with the help of mass 

FIGURE 2.22 A general schematic of the ion implantation system using medium energy. 
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separator having electromagnet and the desired ions are directed through a narrow 
aperture precisely. Afterward, the resolved beams are passed through the second 
electrical lens that is used to focus the beam toward the accelerator. Finally, the 
defection plates are used precisely such that the ions with required energy can strike 
the target and become implanted in the exposed area of the silicon wafer. 

2.2.7.4 Annealing 
In general, annealing is the process of heating a metal or alloy or semiconductor 
wafer at a desired temperature for a span of multiple times followed by a cooling 
chamber in order to change the mechanical and electrical properties. While perform-
ing ion implantation, the atoms are damaged due to ion bombarding, which results 
in the displacement of atoms. After ion implantation, the electrical property reduces 
and resistivity increases. Therefore, the annealing process is required to reactivate 
the dopant and repair the damages due to ion implantation. 

Furnace annealing: In VLSI fabrication, heat treatment is a better choice to 
repair the damages and to activate the implanted dopant. The furnace annealing can 
be performed by following three processes namely, recovery, recrystallization, and 
grain growth. In order to complete this process, the silicon wafer is heated multiple 
times to soften the material at low temperature. This process is used to remove any 
linear defects or dislocation of atoms due to the ion implantation process. Then, 
recrystallization is done to make new grains strain-free and grow those that were 
removed during the recovery stage. At last, the growth of grain is performed only 
after the recrystallization has fnished by applying appropriate heating as required. 

2.2.8 METALLIZATION 

The final process of fabrication is metallization. The process of metallization 
primarily depends on the choice of metal and its deposition is as described 
below: 

2.2.8.1 Choice of Metal 
In the VLSI industry, interconnections are made by conducting flms that are used 
to form interconnects, contacts, micro-mirror, fuse, and gates for CMOS technology 
in semiconductor devices. The selection of appropriate materials primarily depends 
on the work function of the material for the metallization process. Based on the 
property of the material, it can be used as a metallization for ICs. There are several 
materials such as aluminum (Al), tungsten (W), and copper (Cu), which have diverse 
properties for individual materials and are used based on different applications and 
requirements. Figure 2.23 demonstrates the different materials used for interconnec-
tion, barriers, and layers during metallization. The material used for metallization 
must have the following properties in order to achieve better performance: 

i. The material should have low resistivity and should be easy to form on a 
silicon wafer during fabrication. 

ii. It should be easy to perform the etch process for the pattern generation on 
the silicon wafer. 
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FIGURE 2.23 Cross-sectional view of a CMOS integrated circuit showing tungsten via and 
Al/Cu interconnection. 

iii. It should maintain good adherence, low stress, and higher stability through-
out the fabrication process. 

iv. It should have a low Electromigration effect, low scattering, lesser defects, 
higher melting point, less contact resistance, good self-alignment, mini-
mum junction penetration, and less environmental contaminant [63]. 

Apart from these properties, the material should have a lower RC time constant of 
the wire that varies with the dielectric material as expressed below [63]: 

° ˛ L2 
wire ox wire RC = (2.21) 

d twire ox 

where ρwire, dwire, Lwire, tox, and εox are denoted as the resistivity of the material, 
the thickness of the wire, the length of wire, the thickness of the oxide, and the 
permittivity of the oxide, respectively. In most of the semiconductor industries, 
aluminum (Al) is widely used to form a metal layer using the metallization 
process since it offers a good conductivity and strong mechanical bonding with 
silicon. Further, Table 2.7 summarizes the applicability of different metals and 
alloys. 

TABLE 2.7 
Selection of Metals and Alloys for the Metallization on the Silicon Wafer 

Metallization on Silicon Wafer Choice of Metals and Alloys 
Gates, interconnects, and contacts Polysilicon, silicides, nitrides, carbides, borides, refractory 

metals, aluminum, etc. 

Diffusion barrier Nitrides, carbides, silicides, borides 

Top level Aluminum 

Selectively formed Tungsten, aluminum, and silicides 



 

 

 
 

 
 
 

 

 
 
 
 
 
 

 

67 VLSI Scaling and Fabrication 

FIGURE 2.24 A general metallization process. 

2.2.8.2 Metallization Process 
In the VLSI fabrication process, the metallization process can take place in a vac-
uum-tight chamber by maintaining the chamber pressure in the range of 10−6 to 
10−7, known as the vacuum evaporation chamber as depicted in Figure 2.24 [64]. A 
bucket is used to keep the desired material that needs to evaporate whereas an elec-
tron gun is used as a source. Further, the electron gun is used to bombard onto the 
surface of the desired material and once the electron strikes on the surface, it gets 
stimulated and achieved enough energy to dissipate in the form of heat and vapor-
ized. Later, the vaporized gas is condensed in order to form a thin flm coating in 
the same chamber. Afterward, any excess aluminum present is removed by using 
the etching process, and fnally, the developed thin flm is used to form a desired 
interconnect pattern. 

The metallization process is categorized into two important deposition processes 
such as CVD and physical vapor deposition. Further, the physical deposition process 
is categorized into two as evaporation and sputtering processes. 

2.2.8.3 Metallization Problem 
In the manufacturing and fabrication process, there are several challenges associated 
with the metallization process based on the material used for different applications 
such as 

i. The thickness of the metal flm, 
ii. Uniformity of metal flm, 

iii. The stress of metal flm, 
iv. The refectivity of the metal flm, 
v. Sheet resistance and capacitance of metal flm, 

vi. Deposition of metal flms, 
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vii. Metallurgical and chemical interaction with silicon wafer, 
viii. Electromigration and melting point related to the material used to form a 

thin flm. 

2.2.8.4 New Approaches Toward Metallization 
In order to enhance the metallization process and better utilize it for different appli-
cations, the VLSI industry needs to adopt a new approach. Almost all the electronic 
devices and ICs play an important role in the new approach of the metallization pro-
cess. The new approach is used to enhance the utilization and performance improve-
ment based on different methodologies and they are as follows [65]: 

i. Multilevel structures: This methodology is used to minimize the resis-
tance of interconnect and to enhance the utilization of area footprint, as 
shown in Figure 2.25 [65]. The deposition of thin flm as a metallic inter-
connect in the multilevel stage is possible by using the dielectric material 
between each level to make them isolated from each other. 

ii. Epitaxial metals, three-dimensional devices, and heterostructures: In 
recent technology, the epitaxial process is a suitable approach to form the 
contact metallization in three-dimensional devices and hetero-structures. 
Using epitaxial silicides and aluminum, it is possible to form defect-free 
grain boundary and dislocation-free flms that eliminate the issues related 
to the metallurgical and chemical interaction with silicon wafer. The stabil-
ity and survival toward the electromigration increase by using the epitaxial 
scheme at a higher temperature. 

FIGURE 2.25 A schematic of multilevel structure having metallic lines separated with 
dielectric material. 
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FIGURE 2.26 An etching process to remove unwanted material from the silicon wafer. 

2.2.9 ETCHING PROCESS 

The fabrication of the semiconductor IC is passed through several critical processes, 
whereas the silicon wafer is completely covered with a single- or multilayer of silicon 
dioxide, silicon nitride, or other metals. Therefore, the etching process is performed 
such that any unwanted material produced during the process can be removed as 
depicted in Figure 2.26. Primarily, there are two processes involved to remove 
the selected layers or multilayers from the silicon wafer: (i) dry or plasma etching 
(plasma-based etchant) and (ii) wet etching (liquid-based etchant). 

2.2.9.1 Dry or Plasma Etching 
In the VLSI industry, the plasma particles are used to remove unwanted materials 
from the silicon wafer. It is a special kind of ionized gas that consists of positive and 
negative charge in equal quantity. In order to perform dry etching, plasma can be 
generated by striking the high radio frequency to a gas molecule that will further 
break down the gas molecules into ions, free radicals, electrons, phonons, etc. 

The mechanism behind plasma etching is the same as wet etching, where the gas 
molecules (such as Ar, CF4, and O2) are passed inside the chamber as depicted in 
Figure 2.27 [66]. Further, it will break down into ions, free radians, and electrons in 
order to form a plasma by imping the strong RF frequency. Afterward, the surface 
diffusion takes place once the plasma comes across the selected surface. Finally, 
based on the chemical reaction, the unwanted materials are dissolved or removed and 
any other gases are taken out using gas exhaust to form the fnal patterned product. 

Advantages and disadvantages: 
i. Dry etching is cost-effective and has automation capability to remove the 

undesired material from the surface. 
ii. This methodology uses plasma that is less expensive than wet etching that 

needs a large amount of etchant chemical. 
iii. Easy to handle because it does not require the use of dangerous acids and 

solvents. 
iv. It produces the anisotropic and isotropic profles while reacting with an etchant. 
v. It provides better process control, less undercut, high resolution, and 

cleanliness. 
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FIGURE 2.27 Dry etching process using a high RF signal. 

2.2.9.2 Wet Etching 
In order to perform wet etching, most of the etchant material contains oxidizing agents 
such as H2O2, Br2, AgNO3/CrO3, HNO3, and NaOCl. In this process, the etchant mate-
rials (such as HF, BF6, BCL3) are diffused on to the silicon wafer and then are reacted 
with each other in order to remove the unwanted materials as depicted in Figure 2.28 
[67]. The chemical reaction involved in wet etching is as follows: 

SiO2 + 6HF → H2SiF6 + 2H2O  (2.22) 

The etching rate (R) is mainly temperature dependent that can be expressed using 
the Arrhenius equation by 

−E kA / TR R= 0e (2.23) 

FIGURE 2.28 Wet etching process on the silicon wafer. 
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where R0, EA, k, and T are denoted as the density and diffusivity of reactant-
dependent rate constant, activation energy of material, Boltzmann constant, and 
operating temperature, respectively. 

Advantages and disadvantages 
i. The equipment used for dry etching is a simple and good selectivity for 

most of the materials. 
ii. It exhibits a higher etching rate and selectivity as compared to dry etching. 

iii. Mostly, it is isotropic, which requires a large amount of etchant chemical 
to maintain the same initial etching rate and to remove unwanted material 
from a silicon wafer. 

iv. The cost required to perform wet etching is extremely higher as compared 
to dry etching. 

2.3 BASIC CMOS TECHNOLOGY 

In VLSI technology, the fabrication of an IC is primarily used to integrate several 
different components such as a resistor, transistor, diode, and capacitor within the 
die area based on the requirements. This can be only possible with the help of sev-
eral processes such as oxide growth, epitaxial growth, masked impurity diffusion, 
photolithography, oxide etching, and metallization. Moreover, the transistor in its 
various forms, such as CMOS, BJT, and FET, etc., is the most complicated element 
to fabricate over a silicon wafer. The different technology approach is used based on 
the type of transistor built over an IC. In this section, we can familiarize with the 
approach to the concept of CMOS fabrication that can be accomplished based on 
either of the following technologies [68] 

i. N-well and P-well technology 
ii. Twin-well technology 

2.3.1 N-WELL AND P-WELL CMOS PROCESS 

The fabrication of CMOS transistors can be obtained by integrating NMOS and 
PMOS over the same silicon wafer surface by using either N-well or P-well technol-
ogy. In N-well technology, the formation of CMOS transistor using N-well can be 
obtained, as shown in Figure 2.29 based on the procedure demonstrated below: 

Step-I: This step involved the selection of a P-type silicon wafer in order 
to use N-well technology to form the CMOS transistor. Then, the silicon 
dioxide as a barrier is used to deposit on top of the silicon wafer using an 
oxidation process such that it gets protected from any external or internal 
contaminant. 

Step-II: In order to perform the photolithography process, the layer of SiO2 is 
coated uniformly with photoresist material with an appropriate thickness 
based on the technology requirements. Further, the desired pattern is pro-
duced using a stencil that is used for masking on top of the resist material. 
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FIGURE 2.29 The CMOS fabrication process using the formation of N-well. 
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Furthermore, the ultraviolet (UV) rays are passed through photoresist mate-
rial and the masked area gets polymerized. 

Step-III: The unexposed region is eliminated using the chemical such as tri-
chloroethylene. Later, the silicon wafer is dropped inside the etchant solu-
tion of hydrofuoric acid that is used to eliminate only the oxide from the 
selected area and the area covered by photoresist will not have any effect. 

Step-IV: After the completion of the etching process, the whole photoresist 
mask is removed using the H2SO4 chemical solvent. Further, the diffusion 
of N-type impurities is performed in order to form N-well on top of the 
P-type silicon substrate. 

Step-V: In the later stage of the formation of N-well, this step is further carried 
out by eliminating the silicon dioxide layer from the top of the silicon wafer 
using the hydrofuoric acid. Later, a thin layer of gate oxide is coated on a 
silicon wafer in order to perform the self-aligned gate process. The depo-
sition of thin gate oxide is necessary such that misalignment of the gate 
should not occur that leads to the unwanted capacitance that reduces the 
system performance. Moreover, the polysilicon is deposited using a CVD 
process over thin oxide to develop the gate region such that it can sustain 
at high temperatures approximately 8000°C when the annealing process is 
performed on a silicon wafer. 

Step-VI: The whole portion of the polysilicon is eliminated except the two 
regions where the formation of the gate region is required for the NMOS 
and PMOS transistors. This process is followed by an oxidation pro-
cess that is used as a protective layer before executing the diffusion and 
metallization. 

Step-VII: Further, few small regions are formed by masking the silicon wafer 
in order to diffuse N-type impurities on P-substrate and N-well. Moreover, 
the three N+ regions are formed using a diffusion process to create the 
NMOS terminal. 

Step-VIII: This step is used to remove the oxide layer followed by diffusion 
of three P+ regions in order to form the PMOS terminal similar to N-type 
diffusion as observed in step-VII. 

Step-IX: Before forming the metal terminal using the metallization process, a 
layer of thick oxide needs to lay out to form a protected region where no ter-
minal needs to form. After this process, a suitable material is used to form the 
metal terminal in the whole wafer area in order to develop the interconnection. 

Step X: In the fnal stage, the etching process is used to remove any excess metal 
present on the top of the silicon wafer and the metal terminals are formed 
in the gap after the etch process. Thereafter, all the terminals of NMOS and 
PMOS transistors are assigned with a unique name for the fnal product. 

Similarly, P-well technology can also be understood based on the above approach, 
wherein the development of CMOS device followed the same procedure except 
for the creation of P-well diffusion instead of N-well over N-substrate. The com-
plete layout and cross-sectional view are demonstrated in Figures 2.30 and 2.31, 
respectively. 
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FIGURE 2.30 Layout of P-type CMOS. 

2.3.2 TWIN-TUB PROCESS 

In the twin-tub process, the separate optimization can be performed for NMOS and 
PMOS transistor parameters such as body effect, channel transconductance, and thresh-
old voltage. In this technology, the primary substrate is considered either N-type or 
P-type substrate with a lightly doped epitaxial layer on top of it. The formation of N-well 
and P-well is the frst step toward the beginning of the twin-tub process, wherein the 
formation is similar to the process as explained in Subsection 2.3.1. An appropriate dop-
ant concentration is applied in order to produce the desired characteristics of the device. 
The complete dual-well or twin-tub process is demonstrated in Figure 2.32. 

FIGURE 2.31 Cross-sectional view of CMOS device. 
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FIGURE 2.32 Cross-sectional view of N- and P-type CMOS using twin-tube process. 

2.4 SUMMARY 

This chapter can be summarized as follows: 

• This chapter dealt with the introduction of scaling in VLSI technology fol-
lowed by a detailed explanation about the fabrication process. 

• A complete fabrication process was explained by demonstrating sev-
eral methods based on the requirements. The techniques and methods 
involved in the fabrication process are purifcations, wafer processing, 
oxidation, epitaxial, different lithography processes, deposition of poly-
silicon and other dielectric materials, diffusion of atoms, ion implan-
tation, metallization, and etching process. The whole process provides 
detailed information regarding the fow and process to understand the 
fabrication aspects. 

• Further, CMOS process technology was covered and explained based on 
N-well, P-well, and twin-tub processes. 

2.5 MULTIPLE-CHOICE QUESTIONS 

1. The parameter which is not scaled to any factor is 
a. Power speed product 
b. Switching energy 
c. Channel resistance 
d. All of the mentioned 
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2. CMOS technology is used in developing 
a. Microprocessors 
b. Microcontrollers 
c. Digital logic circuits 
d. All of the mentioned 

3. P-well is created on 
a. P-substrate 
b. N-substrate 
c. p- & n-substrates 
d. none of the mentioned 

4. The oxidation process is carried out using 
a. Hydrogen 
b. Low purity oxygen 
c. Sulphur 
d. Nitrogen 

5. The photoresist layer is formed using 
a. High sensitive polymer 
b. Light-sensitive polymer 
c. Polysilicon 
d. Silicon dioxide 

6. In CMOS fabrication, the photoresist layer is exposed to 
a. Visible light 
b. Ultraviolet light 
c. Infrared light 
d. Fluorescent light 

7. Few parts of the photoresist layer are removed by using 
a. Acidic solution 
b. Neutral solution 
c. Pure water 
d. Diluted water 

8. Which type of CMOS circuits is good and better? 
a. P-well 
b. N-well 
c. All of the mentioned 
d. None of the mentioned 

9. N-well is formed by 
a. Decomposition 
b. Diffusion 
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c. Dispersion 
d. Filtering 

10. _______ is sputtered on the whole wafer 
a. Silicon 
b. Calcium 
c. Potassium 
d. Aluminum 

11. Heavily doped polysilicon is deposited using 
a. Chemical vapor decomposition 
b. Chemical vapor deposition 
c. Chemical deposition 
d. Dry deposition 

12. Interconnection pattern is made on 
a. Polysilicon layer 
b. Silicon-di-oxide layer 
c. Metal layer 
d. Diffusion layer 

13. Which is used for the interconnection? 
a. Boron 
b. Oxygen 
c. Aluminum 
d. Silicon 

14. Lithography is 
a. Process used to transfer a pattern to a layer on the chip 
b. Process used to develop an oxidation layer on the chip 
c. Process used to develop a metal layer on the chip 
d. Process used to produce the chip 

15. Silicon oxide is patterned on a substrate using 
a. Physical lithography 
b. Photolithography 
c. Chemical lithography 
d. Mechanical lithography 

16. Positive photoresists are used more than negative photoresists because: 
a. Negative photoresists are more sensitive to light, but their photolitho-

graphic resolution is not as high as that of the positive photoresists 
b. Positive photoresists are more sensitive to light, but their photolitho-

graphic resolution is not as high as that of the negative photoresists 
c. Negative photoresists are less sensitive to light 
d. Positive photoresists are less sensitive to light 
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17. ______ is/are used to reduce the resistivity of polysilicon. 
a. Photoresist 
b. Etching 
c. Doping impurities 
d. None of the mentioned 

18. The dopants are introduced in the active areas of silicon by: 
a. Diffusion process 
b. Ion implantation process 
c. Chemical vapor deposition 
d. Either diffusion or ion implantation process 

19. To grow the polysilicon gate layer, the chemical used for CVD is: 
a. Silicon Nitride(Si4N3) 
b. Silane gas(SiH4) 
c. Silicon oxide 
d. None of the mentioned 

20. Gate oxide layer consists of 
a. SiO2 layer, overlaid with a few layers of an oxynitride oxide 
b. Only SiO2 layer 
c. SiO2 layer with polysilicon layer 
d. SiO2 layer and stack of epitaxial layers of polysilicon 

2.6 SHORT ANSWER QUESTIONS 

1. Why SiO2 is an important component in electronics? 
2. Explain the application of SiO2 layer in IC fabrication. 
3. What are salicide and silicide? 
4. What do you mean by epitaxy? 
5. What is the difference between pseudo homo epitaxy and heteroepitaxy? 
6. What do you mean by annealing? 
7. What are the PR materials? 
8. What is the difference between positive and negative photoresist? 
9. What is plasma? 

10. Why a higher degree of anisotropy is required in VLSI fabrication? 
11. How the thickness of the deposited flm is measured? 
12. What is electromigration? 

2.7 LONG ANSWER QUESTIONS 

1. What are the various types of defects in the crystal structure? Explain. 
2. Describe CZ process in detail with a neat diagram. What is the Pull Rate 

in CZ technique? How the Pull Rate is controlled during the CZ crystal 
growth process? 



 
 

 

 
 
 
 
 
 

 
 

 

 

 

 
 

 

   

    

  

   

  

  
 

   

  

79 VLSI Scaling and Fabrication 

3. What is CZ method? Explain along with its advantages and disadvantages. 
4. What is Epitaxy? Discuss the MBE technique in brief. What are the advan-

tages of MBE over VPE? 
5. Describe a typical ion implanter. What are the advantages of ion 

implantation? 
6. What is ion implantation? Explain the process with a neat diagram. 
7. What do you mean by photo-resist? Explain various types of photo-resist. 
8. Describe all types of PR. What are the properties of PR? 
9. List and compare different types of lithography techniques. 

10. Explain the ion beam lithography process. 
11. List and explain all the steps of pattern transfer using the photolithography 

process. 
12. Explain the X-ray lithography process. 
13. What is X-ray lithography? Describe the advantages and problem areas 

associated with X-Ray lithography. 
14. What do you mean by the etching process? Explain all the etching pro-

cesses in brief with a neat diagram. 
15. Explain the metallization and describe the problems associated with this 

process. 
16. Why metallization is required? What advantages and applications it pro-

vides the ICs? 
17. Give some solutions to get rid of the electromigration problem. 
18. With neat diagram, explain the fabrication process sequence for NMOS IC 

technology. 
19. Give the various fabrication steps of CMOS transistor using N-well tech-

nique with diagrams and a brief explanation. 
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MOSFET Modeling 3 
3.1 INTRODUCTION TO MOS TRANSISTOR 

Complete knowledge about the metal oxide semiconductor feld-effect transistor 
(MOSFET) is the primary task toward establishing strong steps in the feld of very-
large-scale integration (VLSI) technology [1]. In integrated circuits (ICs), the metal 
oxide semiconductor (MOS) transistor is fabricated on a single chip due to its small 
die area and acts as the core element of an IC. It is widely used for switching and 
amplifcation of signal that consists of four terminals such as source (S), gate (G), 
drain (D), and body (B), as depicted in Figure 3.1 [2,3]. Moreover, the source and 
drain are formed on either side on top of the silicon substrate by using heavily doped 
atoms, whereas the gate terminal is created using a metal or heavily doped polysili-
con on top of the thin oxide layer [1]. The structure of MOS is symmetrical and due 
to symmetrical structure, the source and drain terminal cannot be distinguished until 
the terminals are biased. The gate terminal acts as a controlling electrode by varying 
the channel width that primarily depends on the applied voltage. The applied volt-
age at the gate terminal is basically responsible for the fow of charge (electrons and 
holes) carriers from source to drain under gate control. The gate terminal is placed 
on top of the thin metal oxide layers in order to provide insulation from the channel. 

In order to understand the function of MOS transistor, the gate terminal is trig-
gered with a biased supply voltage that generates an electric feld resulting in the 
fow of charge carriers from source to drain. However, the electric feld generated 
vertically is controlled by the gate voltage and lateral feld via source to drain, the 
device is termed as MOSFET. Moreover, it is also termed as insulated gate feld-
effect transistor (IGFET) because of the gate terminal placed on top of the insulating 
thin oxide layer [2, 3]. 

Based on the mode of operation, MOSFET can either work in depletion mode 
or in enhancement mode. In addition to that, the formation of a channel between 
the source and drain can act as an N-type or P-type MOSFET depending on the 
carriers doped in the channel region. If the channel region is formed with N-type 
material having the fow of electron from source (heavily doped with N+) to drain 
(P-type substrate) region, it acts as N-type MOSFET. Similarly, if the channel region 
is formed with P-type material having a fow of holes from source (heavily doped 
with P+) to drain region (N-type substrate), it acts as P-type MOSFET [3, 4]. The 
mode of operation in which the different type of MOS transistor operates as ON and 
OFF based on gate voltage is summarized in Table 3.1. 

Depletion-mode MOSFET: Since the gate terminal of MOSFET is unbiased, 
the conductivity between the channels of MOSFET remains at maximum, 
whereas the conductivity of channel reduces under positive- or negative-
biased conditions. This phenomenon is due to the formation of layer between 
the source and drain during the fabrication using ion implantation that 
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FIGURE 3.1 The most common structure of an N-channel MOS transistor in three 
dimensions. 

keeps it always in ON condition until the gate terminal is applied with bias 
voltage in order to turn it OFF. The symbolic representation of N-channel 
and P-channel depletion-mode MOSFET is depicted in Figure 3.2. This phe-
nomenon can be obtained in the depletion-mode MOSFET. 

Enhancement-mode MOSFET: However, in the case of enhancement mode 
of MOSFET, the conductivity across the channel can only be observed dur-
ing the applied voltage at the gate terminal; otherwise no conduction occurs 
under zero-biased voltage. The symbolic representations of N-channel/P-
channel MOSFET under depletion and enhancement mode operation are 
depicted in Figure 3.2. 

3.1.1 CHARACTERISTICS OF MOS TRANSISTOR 

The characteristics of MOS transistors are presented for the NMOS (N-channel) 
device that is also valid for the PMOS (P-channel) device. In a MOS device, the 
terminals are assigned with unique voltage notations such as Vg, Vs, Vd, and Vb as 

TABLE 3.1 
Types of MOSFET Having N-type and P-type Channel 

Applied Voltage as Gate terminal for 

Devices Operating State N-channel P-channel 
Depletion type ON −Vg Turns OFF +Vg Turn OFF 

Enhancement type OFF +Vg Turns ON −Vg Turn ON 
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FIGURE 3.2 Symbolic representation of N-channel/P-channel MOSFET under (a) deple-
tion condition and (b) enhancement condition. 

the voltage at the gate, source, drain, and body terminals, respectively. Similarly, 
the drain source, gate source, and bulk source are denoted as Vds (= Vd − Vs), Vgs 

(= Vg − Vs), and Vbs (= Vb − Vs), respectively [3]. The threshold voltage is the mini-
mum voltage used to turn ON the transistor that depends on the concentration of 
the majority charge carrier in the semiconductor substrate. In order to turn on the 
N-channel MOSFET, the gate terminal is applied with positive voltage to create 
the inversion charge. Since the gate voltage (with respect to the source) is greater 
than the threshold voltage, the current fows through drain to source. Further, 
the formation of the electron inversion layer takes place once the drain-to-source 
voltage is applied, as shown in Figure 3.3(a). Once the electron inversion layer is 
formed, the electron fows from source-to-drain terminal; hence, the transistor 
remains in ON condition [5]. Similarly, Figure 3.3(b) demonstrates that the fow of 
current from drain to source is zero until the voltage at the gate terminal remains 
less than the threshold voltage that does not form the electron inversion layer. 
Hence, the transistor remains OFF by introducing an extremely high resistance 
between drain and source. 

FIGURE 3.3 The impact of gate voltage for N-channel MOSFET under (a) Vg > Vth condition 
and (b) Vg < Vth condition. 
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FIGURE 3.4 The N-channel MOSFET under threshold voltage greater than gate voltage. 

The characteristics of an N-channel MOSFET can be defned based on the regions 
of operation such as the (1) linear region (2) saturation region, and (3) cut-off region. 

1. Linear region: In this region, the fow of drain current (Ids) linearly 
increases with an increase in the drain-to-source (Vds) voltage under applied 
gate voltage (Vgs) (with respect to the source) greater than the threshold volt-
age (Vth) as depicted in Figure 3.4 [5]. The drain current expression can be 
given as a function of Vds and Vgs 

˙ W ˇI = µ  C (V − V − 0.5V V) (3.1) ds n oxi gs th ds dsˆ L ˘ 

W ˇI = k ˝ ˙ (V − V − 0.5V V) = k V( − V − 0.5V )V (3.2) ds n  gs  th  ds  ds  n gs th ds dsˆ L ˘ 

where kn is known as the gain factor that can be defned as the product of the 
process transconductance (kn 

' ) parameter and the (W/L) ratio of an N-channel 
MOSFET device. It can be expressed as 

˛
˝ 

W 
L 

˙
ˆ = µ  Cn oxi 

˛
˝ 

W 
L 

˙
ˆ =

µ ˘n ox 

tox 

˛
˝ 

W 
L 

˙
ˆ (3.3) °k = kn n 

where the parameters µn and Coxi are denoted as the mobility of charge carrier 
and per unit area gate oxide capacitance, respectively. 

Additionally, further increase in the applied drain-to-source voltage 
reduces the electron inversion layer near the drain terminal due to a decrease 
in the voltage across the oxide layer close to the terminal, as depicted in 
Figure 3.5 [5]. 

2. Saturation region: In the case, when gate voltage is greater than the 
threshold voltage, the drain current starts increasing as soon as the drain-
to-source voltage is applied due to the formation of an electron inversion 
layer. But after a certain value of Vds, the drain current virtually remains 
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FIGURE 3.5 The N-channel MOSFET under threshold voltage greater than the applied gate 
voltage with large drain voltage. 

constant even after increasing the drain-to-source voltage and that point 
is called saturation point or saturation voltage Vds(sat), as observed in 
Figure 3.6 [5]. Such a phenomenon is due to an increase in the depletion 
region near the drain terminal and no channel is inverted. Hence, the chan-
nel is said to be under the pinched-off condition that provides constant 
drain current that is independent of Vds. Moreover, the sudden rise in the 
drain current can be observed with a further increase in the value of Vds 

until the PN junction between the drain and the substrate breaks down due 

FIGURE 3.6 The behavior of N-channel MOSFET under saturation region (Vgs > Vth). 
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FIGURE 3.7 The behavior of N-channel transistor under the cut-off region (Vgs < Vth). 

to the high electric feld at the drain terminal. This phenomenon is termed 
as a break down region, as observed in Figure 3.7. 

1 ˝ ˙ W ˇ 2 kn 2 
Ids = kn (Vgs  − Vth ) = (Vgs − Vth ) (3.4) 

2 ˆ L ˘ 2 

3. Cut-off region: Figure 3.8 demonstrates the behavior of N-channel MOS 
transistors under gate to source voltage less than the threshold voltage 
that results in no channel formation between the source and the drain [5]. 

FIGURE 3.8 Different regions of operations of an N-channel MOS transistor [5, 6]. 



  

  

 

   

  

 

  

 

 

89 MOSFET Modeling 

Therefore, the current fow is zero from drain to source. The drain current 
under cut-off region can be obtained using the below equation 

˝ ˙ W ˇ 2 �Vgs − Vth �I = k ˘ (� − 1)V exp (3.5) ds n t � �ˆ L � �V � 

3.1.2 HOT CARRIER EFFECTS 

The performance of an electronic device degrades because of the hot carrier effect 
that primarily occurs for the rapid dimensional scaling of technology compared to 
the supply voltage. The demand for high operating frequency and miniaturization of 
technology can be obtained by reducing the channel length between the source and 
the drain while keeping the constant supply voltage. As a result of reduced channel 
length, the electrons and holes experience a high electric feld in the lateral and ver-
tical felds as depicted in Figure 3.9 [6,7]. The carriers within the channel acquired 
higher kinetic energy that penetrates into the gate oxide, which changes the charge 
distribution permanently near the interface [8]. Therefore, hot carrier injection is pri-
marily responsible for the degradation of device performance and I–V characteristics 
of semiconductors. 

3.1.3 PARASITICS OF MOSFET 

In order to evaluate the performance of the device, the parasitic associated with 
the device needs to consider carefully in order to demonstrate the accurate analy-
sis. The source/drain junction of MOSFET exhibits resistive and capacitive com-
ponents that limit the performance and their impact should be minimized while 
designing the device. 

1. Source and drain resistance (Rsource and Rdrain): The impact of the resis-
tive component of source and drain is assumed to be neglected com-
pared to channel resistance (Rchannel) while obtaining the frst-order drain 

FIGURE 3.9 A cross-sectional view of the hot carrier effect. 
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current as described through equations (3.1) to (3.5). The expression (3.7) 
is obtained by differentiating (3.1), which demonstrates the channel resis-
tance is directly proportional to the channel length (L) and increases with 
the longer channel. 

−1˛ ˆ° 
° 

1 Ids˙
˙̋ 

�˘
˘̌ 

Rchannel (3.6) == 
gds Vds Vgs 

V − V − 0.5V 
Rchannel = ˇ̆

ˆ 
��
� � (3.7) 

µCoxi W 
( gs th ds ) L 

The above expression demonstrates that the reduction of channel length can pro-
vide the behavioral change due to source and drain resistance and cannot be 
further neglected for shorter channel length. Moreover, the source (drain) resis-
tance can be expressed as the sum of three factors, as depicted in Figure 3.10 [9]. 
These factors are Rsheet near the heavily doped source diffusion region, Rspreading 

at the end of the source (drain) terminal, and Rcontact between the metal and 
source (drain) diffusion region [10]. It can be expressed as 

Rsource = Rsheet + Rcontact  + Rspreading ˜˛ (3.8) 

˝ ˝  2˝sX j X° S c s  ˝ js swhere Rsheet = W , Rcontact = W coth l( c ˝ ), and Rspreading = ( ˙W ) ln(H t )c ac 

are the sheet, contact, and spreading resistances of MOSFET, respectively 
[11, 12]. The parameters Xj, ρ , S, t , l , and ρ  are denoted as the junction c ac c s 

FIGURE 3.10 The equivalent resistive components of the device [9]. 



 
 

 
 

 

  

  

  

  

  

  

  

91 MOSFET Modeling 

depth, contact resistivity between metal and source (drain) region, the distance 
between the contact via and the channel region, thickness of surface accumula-
tion layer, contact length, and sheet resistance per square, respectively. 

2. Impact of resistance on device transconductance: The expression for 
transconductance can be obtained using Kirchhoff’s law in Figure 3.11 by 
considering the R  and Rdrain independent of biased voltage [13, 14]. The source 

intrinsic drain and gate voltage are denoted as Vds̃ and Vgs̃ , while the voltage 
applied is referred as Vds and Vgs for an external terminal [15, 16]. 

Vgs̃ = Vgs − Ids Rsource (3.9) 

V ̨ = V − I (R + R ) (3.10) ds ds ds source drain 

Based on the above expression, if the derivative of Vds is zero at constant Vds, 
then drain current can be written as 

dV  ˜ = dV  − dI R  (3.11) gs gs ds source 

dVds̨ = −dIds (Rsource + Rdrain ) (3.12) 

°Ids °IdsdIds = °Vgs̨ 
.dV ̨ + dVds̨ (3.13) gs °Vds̨ V ̨ Vgs˛ds 

= g  dV° ° + ° ° (3.14) dI  g dV ds i gs  d ds 

FIGURE 3.11 The source and drain resistance are mentioned as Rs and Rd, respectively in 
the MOSFET. 
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where the intrinsic and drain transconductance are denoted as gĩ  and gd̃ , 
respectively. Now substituting equations (3.11) and (3.12) into (3.14), we obtain 

gi̋  gi = (3.15) 
1 + (R + R )g˝ + R g˝source drain  ds  source i 

Assuming that Rsource = Rdrain = 0, the presence of source (drain) resistance 
reduces gi. 

g° 
gi = i (3.16) 

1 + R g° source i 

The expression (3.16) demonstrated that gi is degraded in a saturation region 
by a factor of (1+ Rsource gi̋ ). It can also be observed from equation (3.15) that 
source and drain resistance have a higher impact on transconductance as com-
pared to the saturation region for the nonzero value of gds˜  in the linear region. 

3.1.4 MOSFET CIRCUIT MODELS 

Figure 3.12 demonstrates an equivalent DC model of MOSFET that depends on the 
drain current, Ids, and its detailed analysis based on different models is discussed 
in Section 3.3. The source and drain terminals are denoted by S and D and their 
internal nodes are defned by Sʹ and D ,́ respectively, for an equivalent electrical 
model of MOSFET as depicted in Figure 3.12(a). In the case of DC analysis, the 
gate (denoted as G) terminal is assumed to be an open circuit due to separa-
tion of gate terminal from source and drain via an insulator material (e.g., gate 
oxide). Moreover, the DC current from base to source, base to drain, and drain 
to source is denoted by Ibs, Ibd, and Ids, respectively, which is the nonlinear func-
tion of the terminal voltages [17]. Apart from that, Figure 3.12(b) represents the 

FIGURE 3.12 An (a) equivalent and (b) small-signal circuit model of MOSFET. 



   

  

 

 

     

 

 

93 MOSFET Modeling 

linear equivalent circuit having small-signal MOSFET intrinsic transconductance 
related to the large-signal model expressed as 

°Ids °Ids °Idsg =
°Vgs 

,g = ,g = (3.17) i ds ids °Vds °Vgsopop op 

where op denotes the operating point-biased value used to defne the independent 
variables such as Vgs, Vds, and Vbs and their associated quantitative values are assumed 
at op point. 

3.2 MOS CAPACITOR 

In this section, the impact of biased and nonbiased voltages is explored for MOS 
capacitor. Further, the relationship between the capacitance-voltage curve is charac-
terized that will be used later while designing the MOS transistor. 

3.2.1 MOS CAPACITOR WITH ZERO AND NONZERO BIAS 

The MOS capacitor can be formed using a sandwich structure consisting of metal, 
oxide, and semiconductor as depicted in Figure 3.13. The thin oxide layer is used 
between the metal (or polysilicon) at the top and the semiconductor substrate (either 
N-type or P-type) at the bottom. In order to form an ohmic contact, a second metal 
layer is used below the substrate that acts as the body and it will be grounded when 
the top metal layer is biased with gate voltage [4]. This structure can form a paral-
lel plate capacitor if the substrate achieved enough conduction in order to provide 
current displacement. In this confguration, the gate terminal acts as one electrode 
and N-type (or P-type) substrate acts as another electrode that is separated from the 

FIGURE 3.13 The structure of MOSFET. 
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dielectric material of SiO2; this phenomenon is called MOS capacitor [5]. As we 
know from the basic concept of a parallel plate capacitor that the per unit area oxide 
capacitance (Coxi) can also be defned as 

° °  0 oxi Coxi = (3.18) 
toxi 

where εoxi and toxi are the dielectric constant and thickness of oxide, respectively, in 
MOS technology. 

Moreover, the mode of operation of a MOS capacitor can be explained using fat-
band diagram, depletion, inversion, and accumulation. 

1. Flatband diagram: The energy band diagram of aluminum metal (or poly-
silicon) silicon dioxide semiconductor is depicted in Figure 3.14. During 
zero-biased voltage, the charge present in the semiconductor is zero and 
hence the semiconductor band can be observed as fat and it is termed as 
fatband. In order to obtain the fatband diagram, the voltage (VFB) must 
be applied as illustrated in Figure 3.14. The characteristics of metal can 
be defned by its work function ϕM in eV that defnes the energy differ-
ence between the energy of vacuum and Fermi energy of metal, EF,M 

(ϕM = E − EF,M). The work function primarily depends on the distribu-vacuum 

tion of charge or atom involved under negligible contamination [18, 19]. 
Further, the energy difference can be specifed in terms of electron affnity 
χ between the vacuum and the conduction band at the surface of the semi-
conductor and insulator. 

2. Accumulation: When the gate terminal is biased with a gate voltage that 
is less than the fatband voltage, VFB, then the negative charge appears 
on the gate terminal, and because of this, the positive charge appears on 

FIGURE 3.14 The fatband diagram of metal oxide semiconductor. 
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FIGURE 3.15 The accumulation of holes at negative voltage under applied voltage for 
P-type MOS capacitor. 

the silicon surface. This additional positive charge gives rise to the hole 
concentration in the P-type substrate as depicted in Figure 3.15. As these 
excess holes accumulate at the surface, (Ei − EF) must increase, which is 
responsible for the bending of band upward as depicted in Figure 3.15, and 
the phenomenon remains in the accumulation condition. 

3. Depletion: In this case, the gate terminal is biased with a positive gate volt-
age greater than the fatband voltage that induces the negative charge on the 
silicon surface as illustrated in Figure 3.16. The presence of negative charge 
on the silicon surface is responsible for the depletion of positive charge, and 
it is termed as depletion condition. 

4. Inversion: This condition can be observed when the positive gate voltage 
is further increased, which gives rise to a more negatively charged carrier 
on the silicon surface. That results in further bending the band downward 

FIGURE 3.16 The depletion effect under positive voltage for P-type MOS capacitor. 



 

 

 

96 Introduction to Microelectronics to Nanoelectronics 

FIGURE 3.17 The inversion effect due to large applied voltage. 

as depicted in Figure 3.17 [20]. Due to higher positive gate voltage greater 
than the fatband voltage, the P-type surface behaves like N-type surface 
with a rise in the electron density, this phenomenon of inversion is due to 
the applied voltage and hence it is referred to as inversion condition. 

3.2.2 CAPACITANCE-VOLTAGE CURVES 

The capacitance-voltage (C–V) curve of MOS capacitor can be obtained for low 
frequency and high frequency as depicted in Figure 3.18 [21–23]. The charge pres-
ent in the semiconductor is differentiated with respect to the potential across the 
semiconductor in order to obtain the low frequency or quasi-static capacitance. The 
calculation of capacitance must be obtained while maintaining the equilibrium con-
dition at all times [22]. Similarly, the high-frequency capacitance can be obtained by 
triggering a small AC voltage in addition to the DC gate voltage. 

FIGURE 3.18 The capacitance-voltage curve of MOS capacitor under three region. 



 

  

  

  

 

  

  

  

97 MOSFET Modeling 

3.2.3 ANOMALOUS CAPACITANCE-VOLTAGE CURVES 

As we know that the gate terminal is formed using ion implantation in submicron 
technology, with a very thin dimension of gate oxide (in the order of 100 Angstrom 
and lower), it may not be degenerately doped depending upon the process conditions 
[24]. As it is non-degenerately doped, it cannot be further treated as an equipotential 
area. The MOS capacitance can be measured using the expression 

˛ 1 1 ˆ −1 

Cg = + (3.19) 
˝̇ C C ˇ̆ 

oxi  s 

where Cs and Cg are the space region capacitance and the total MOS structure 
capacitance, respectively. Therefore, the MOS capacitance needs to measure by con-
sidering the impact of capacitance that occurs due to the polysilicon gate. It can be 
obtained as 

−1˛ ˆ1 1 1
C + + (3.20) ˙̋ 

= ˘̌g C C Coxi  s polys 

3.3 MOSFET DC AND DYNAMIC MODELS 

This section discusses the static and dynamic behaviors under different operating 
regions while simulating the circuit based on the MOSFET models. 

3.3.1 PAO-SAH MODEL 

In 1966, Pao-Sah developed a surface potential model to calculate the drain current 
characteristics of MOS transistor, and the Pao-Sah model functions on the basis of 
the given expression [25] 

Vsb +Vds ˇs 2 V 

I = µ  W C ˆ e(ˇ− ˇ −f Vcb  )/ t

d dV ˇ (3.21) ds s  oxi cb 

V ̃
˜̌
 

F (ˇ ˇ, ,V )L f cb 
sb f 

where ϕs, γ, Vfb, µs, Vcb, Vsb, Vds, and Vt are the surface potential, body factor, the fat 
band voltage, channel mobility, channel potential, source potential, drain potential, 
thermal voltage, and bulk-fermi potential, respectively. The double integral equation 
in equation (3.21), which can only be computed numerically, not only includes the 
drift but also has a diffusion component of the drain current. Therefore, the Pao-Sah 
model is valid for all the regions of the device operation. However, the computation 
time required for this model is large due to double integral operation and complexity 
is high that is not suitable for circuit simulators. 

3.3.2 CHARGE SHEET MODEL 

In 1978, the charge sheet model was derived frst by R. Brews while assuming 
the inversion layer as a simple charge sheet [26]. The analysis was carried out by 
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considering the zero thickness of the inversion layer such that the potential drop is 
zero. In addition to that, it is also assumed that “the depletion region under the gate 
is practically free of mobile carriers so that the depletion approximation is valid” 
[26, 27]. The drain current (Ids) is the sum of the current due to drift components and 
diffusion components that depend on the strong and weak inversion. 

Ids = Ids1 + Ids2 (3.22) 

The below expression is valid only if the drift current is present, 

W � 1 2 2 3/2 �I 2 3/2 
ds1 = µs Coxi (Vgb − Vfb )(˘sL − ˘s0 ) − (˘sL  − ˘s0 ) − � {˘sL − ˘s0 } (3.23) � �L � 2 3 � 

Similarly, the below expression is valid if the diffusion component is assumed to be 
presented 

W 1/2 1/2 = µs C Vt � ( − ˆs0 ) (  − ˆs �� (3.24) Ids2 oxi �˙ ˆsL  + ˆsL 0 )L 

where ϕs0 and ϕsL are the values of the source and drain terminal of the channel, 
respectively. In the case of strong inversion (Ids ≈ Ids1), the current present in the 
device is due to drift, and for the weak inversion (Ids ≈ Ids2), the current is be due to 
diffusion. 

3.3.3 PIECE-WISE MODEL FOR ENHANCEMENT DEVICES 

The drain current in all the regions such as saturation, linear, and cut-off can be 
given based on the frst-order MOSFET model of enhancement type [28]. 

� 0,˜Vgs ˝ Vth ˜(Cutoff ˜region)
� 

I = gs th ds ds gs th ds dsat (3.25) 
� ˙(V − V − 0.5V V) ˜V > V ,V ˝ V ˜(Linear ˜region)˜ ˜ds � 
� ˙ 2(V − Vth ) 1 + �  ) Vgs > V V, ds > V ˜( ˜� 2 gs ( Vds ˜˜  th dsat Saturation region) 
� 

The above expression is derived and valid based on the following assumptions: 

a. In NMOS transistor, the current due to hole charges can be neglected and 
the gradual channel approximation (GCA) is considered to be valid. 

b. The fow of current in a MOS transistor is considered only along the length 
of the channel, i.e., in the y-direction, however, the recombination and gen-
eration are neglected. 

c. The carrier mobility, µs, is kept constant along the channel length in the 
inversion layer and the current fow is only considered due to drift while 
neglecting the diffusion current. 

d. The bulk charge Qb is constant at any point along the channel length. 
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3.3.4 SMALL GEOMETRY MODEL 

In 1988, S. Veeraraghavan and Fossum proposed a physical model that is appli-
cable for devices and circuits. In most of the analysis, the length and width of the 
device are considered large enough to have a negligible impact of edge effect. 
Although the device exhibits several characteristics, the physical dimensions are 
reduced [29]: 

a. For a long-channel device, the drain current increases with an increase in 
the drain voltage. For short-channel lengths of the device, the higher slope 
is observed and exhibits a softer breakdown that generally do not occur in 
the longer-channel devices as depicted in Figure 3.19 [30]. This phenom-
enon was observed as the frst short-channel effect. 

b. For longer-channel devices, the threshold voltage is geometrically depen-
dent, while it is drain-current dependent in case of short-channel devices 
due to drain-induced barrier lowering (DIBL) effect. 

c. When the device length is further reduced to a narrow dimension, the gate 
terminal no longer has control over the drain current and the device cannot 
be turned off. 

FIGURE 3.19 The subthreshold characteristics of a MOSFET under various channel 
lengths [30]. 
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In order to model the DC characteristics of MOS transistor having small geometry, 
the following effects are required to be considered: 

1. The reduction in surface mobility needs to consider, which occurs due to 
vertical and lateral felds. 

2. Carrier velocity saturation and channel length modulation. 
3. The depletion of charge sharing by the source and drain terminal. 
4. Hot carrier effect and source-drain series resistance. 

3.3.5 INTRINSIC CHARGES AND CAPACITANCE 

The current generated in the MOS transistor fows from source to drain only due to 
the mobile charge carrier (holes and electrons are responsible for the fow of cur-
rent in PMOS and NMOS, respectively) under steady-state condition. The additional 
current at the device is termed as charging current that is associated with the stored 
charges under dynamic conditions. The current fowing through the MOSFET ter-
minals under the transient (dynamic) condition can be denoted as gate current, ig; 
source current, is; drain current, id; and bulk current, ib as illustrated in Figure 3.20 
[31]. Moreover, their corresponding total charges to the terminal of MOSFET such 
as gate charges, drain charges, source charges, and bulk charges are denoted as QG, 
QD, QS, and QB, respectively. These charges are dependent on the terminal voltages 
of MOSFET and can be expressed as 

Q = f V V V V k( , , , )˜ = G S, ,  ,D B  (3.26) k g s d b 

The total current fows on the terminal of MOSFET based on the Kirchhoff’s law 

i + + + =i i 0 (3.27) ig s d b 

FIGURE 3.20 The fow of current through MOS transistor. 



  

  

  

  

  

 
    

  

 

  

 

 
  

 

101 MOSFET Modeling 

Using charge conservation law, the charges present can be obtained on the terminal as 

QG + QS + QD + QB = 0 (3.28) 

At any interval of time t, the charge present in the per unit area is the same as 
obtained by using DC voltage at the same time. This phenomenon is called quasi-
state operation and the resulting dynamic model is called quasi-static model of 
MOSFET device. 

The dynamic current expression can be obtained by summing the time-dependent 
transport current and charging current under the assumption of quasi-static opera-
tion as 

i t( ) = −i V( ( )t ) + dQs (3.29) s s dt 

i t( ) = i V( ( )t ) + dQD (3.30) d d dt 

dQGi t  (3.31) g ( ) = 
dt 

dQBi t  (3.32) b ( ) = 
dt 

It should be noted that no current fows through the gate and substrate terminal, 
i.e., Ig = Ib = 0. 

3.3.6 MEYER MODEL 

In 1971, J. Meyer introduced a dynamic MOSFET model and it was extensively used 
as it did not have a charge conservation problem. In this model, the three lumped 
capacitances of gate channel are split as gate-to-source (CGS), gate-to-drain (CGD), 
and gate-to-bulk (CGB) that can be defned as the derivative of charge at the gate with 
respect to source, drain, and bulk terminal, respectively [32, 33]. 

°QGCGS = 
°Vgs 

°QG,˜˜C = GD °VgdV ,Vgd gb 

°QG,˜˜C = (3.33) GB °VgbV V, V V,gs gb gs gd 

where V = (V − V ) and V = (V − V ). The capacitance associated with the gd gs ds gb gs bs 
Meyer model is based on the following assumptions: 

1. These capacitances of MOSFET are reciprocal. 
2. Depending on the gate to bulk voltage (Vgb), the bulk charge density QB is 

constant along the channel length but independent of the source-to-drain 
voltage Vds. This signifes that the bulk-to-source and drain (CBS and CBD) 
capacitances are zero. 
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Additionally, the total induced charge per unit area for NMOS transistor having inver-
sion and depletion can be expressed using Gauss’s law by assuming that the source and 
substrate are connected to the ground. In addition to that, the electron mobility is also 
assumed as a constant parameter in order to obtain the non-saturated drain current as 

W cµn 1 �� 2 2ˇsqNa 3/2 3/2  ��(V − Vfb 2 0.5 ds  ) − Vds 2 ) − ˆ(  )b 
��Ids = � gs − ˆ −b V Vds �

�( + ˆb 2 �L � 3c1 �� 

(3.34) 

where c1, φb, εs, Na, and d1 are denoted as the insulator capacitance per unit area 
(c = ˝1 /d ), energy separation, semiconductor permittivity, shallow acceptor den-1 1 
sity in P-type semiconductor, and insulator thickness, respectively. The drawback of 
the Meyer model is nonconservation of charge, which is important for the dynamic 
model. Therefore, the charge-based model needs to be considered for dynamic ran-
dom access memory (DRAM) and switching capacitor flters. 

3.4 MOSFET MODELING USING SPICE 

In this section, the different levels of MOSFET models are used to obtain an accurate 
analysis based on the physical and electrical parameters. 

3.4.1 BASIC CONCEPTS OF MODELING 

In order to understand the experimental behavior of MOS transistor with the simu-
lated result using industry-standard SPICE environments, this section describes the 
four different types of SPICE MOSFET model based on the physical aspects associ-
ated with each circuit level. This will help the reader to understand the difference 
between the various MOSFET models using SPICE. In this section, various built-
in MOSFET models are described such as LEVEL-1, LEVEL-2, LEVEL-3, and 
LEVEL-4 (BSIM), etc. [34–37]. Figure 3.21 demonstrates the LEVEL-1 MOSFET 
equivalent circuit used in SPICE, where source-bulk and drain-bulk are represented 
by ideal diode that operates in reverse bias condition. Moreover, the source and drain 
resistance parasitics are represented by RS and RD, respectively. 

3.4.2 MODEL EQUATIONS 

In this subsection, the drain current equation is used to perform the circuit simula-
tion under different levels of model. Moreover, their associated physical and electri-
cal parameters have been considered to enhance the accuracy and performance of 
the various models along with the SPICE examples. 

3.4.2.1 Level 1 Model Equation 
In 1968, Shichman and Hodges introduced a Level 1 DC MOSFET model that is 
applicable for the device having gate length greater than 10 µm. The model equation 
is described by square-law current-voltage characteristics that are primarily used for 



 

  

  

 

  

  

 

103 MOSFET Modeling 

FIGURE 3.21 The equivalent circuit model of level 1 MOSFET. 

longer-channel devices. This model provides an accurate analysis for long-channel 
devices based on Table 3.2. The drain current equation used in SPICE for the Level 1 
NMOS transistor model is as follows: 

In the case of the linear region: 

˙ W ˘ 
ds n ˇ � gs th ds ds ds gs thI = k ˝ (V − V − 0.5V V) (1 + �V )˜ for ˜V � V (3.35) 

ˆ eff �L 

In the case of saturation region: 

1 ˙ W ˘ 2 
Ids = kn̋ ˇ � (Vgs − Vth ) (1 + �Vds )˜ for ˜Vgs � Vth (3.36) 

2 ˆ Leff � 

where (1 + λVds) is defned as the empirical channel length modulation that can be 
observed in equations (3.35) and (3.36), although it is mostly observed in saturation 
region due to shorten physical channel length. The threshold voltage Vth and effective 
channel length Leff can be expressed as 

V = V + ˙  ( 2ˆ f + Vsb − 2ˆ f ) (3.37) th t0 

ˆ
˘̌ 

where L = − 2L , ˜ =  2˛ qN / C , and 2˜ =L 2eff  D Si a oxi f 
kT 

ln 
˛
˙̋ 

ni 

Nq a 

Electrical parameters such as k ,́ Vt0, γ, |2ϕf |, and λ (represented in .model as KP, 
VT0, GAMMA, PHI, and LAMBDA, respectively) can be directly defned while 
using .model statement in the SPICE script fle. Apart from electrical parameters, 
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TABLE 3.2 
The Physical and Electrical Parameter of LEVEL 1 MOSFET SPICE Model 

Parameters SPICE Keyword Parameter Description Default Value Units 
Vt0 VTO Zero-bias threshold voltage 0.0 V 

K KP Transconductance parameter 2 × 10−5 A/V2 

Γ GAMMA Body factor 0.0 

µ0 UO Low feld mobility 600 cm2/V s 

2ϕf PHI Surface potential in strong 0.1 V 
inversion 

Λ LAMBDA Channel length modulation 0.0 V−1 

factor 

Nb NSUB Substrate doping 0.0 m−3 

tox TOX Gate oxide thickness 10−7 m 

Nss NSS Surface state density 0.0 cm−2 

Tpg TPG Type of the gate material 1 – 

Is IS Bulk junction saturation current per 10−14 A/m2 

sq-meter of the junction area 

Js JS Bulk junction saturation current per 10−14 A 
sq-meter of the junction area 

Rs RS Source ohmic resistance 0.0 Ω 

Rd RD Drain ohmic resistance 0.0 Ω 

Rsh RSH Source, drain diffusion sheet Infnity Ω/square 
resistance 

– CBS Zero-bias B-S junction capacitance 0.0 F 

– CBD Zero-bias B-D junction capacitance 0.0 F 

Cj0 CJ Zero-bias bulk junction capacitance 0.0 F/m2 

per sq-meter of the junction area 

mj MJ Bulk junction bottom grading 0.5 – 
coeffcient 

ϕbi PB Bulk junction potential 0.8 V 

Cjswo CJSW Zero-bias bulk junction side- 0.0 F/m 
wall capacitance per meter of 
the junction perimeter 

mjsw MJSW Bulk junction sidewall grading 0.5 – 
coeffcient 

Cgs0 CGSO Gate-source overlap capacitance 0.0 F/m 
per meter channel width 

Cgd0 CGDO Gate-drain overlap capacitance 0.0 F/m 
per meter channel width 

Cgb0 CGBO Gate-bulk overlap capacitance 0.0 F/m 
per meter channel length 

– KF Flicker noise coeffcient 0.0 – 

– AF Flicker noise exponent 1 – 
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it is also possible to include the physical parameters into the .model statement such 
as µ, tox, and Na that are referred to as mobility, oxide thickness, and P-type substrate 
doping concentration, respectively. 

3.4.2.2 Level 2 Model Equation 
In order to obtain a more precise model analysis, the Level 2 model considered a 
second-order effect for short-channel devices while obtaining the drain current. To 
enhance the analysis, it is also required to neglect the parameters that are assumed 
in the GCA analysis under the Level 1 model equation. In Level 2 model equation, 
the bulk depletion charge dependent on channel voltage is considered to obtain the 
drain current as 

)3/2 k ˆ W 2 �I = (V − V − � − 0.5V V) − � (V − V + � f2ds gs fb 2 f  ds  ds  ds  bs�(1 − ˘V ) Leff 
{

ds 3 � 
(3.38) 

3/2 �−(−V + � f2bs ) ��} 
The channel length modulation is considered in equation (3.38) that also includes the 
variation of γ even though the Vbs becomes zero. Under saturation region, when the 
channel charges near the drain terminal become zero, the saturation voltage (Vdsat) 
and current (Idsat) can be obtained as 

˘ 2 � 
V = V − V − ˙ f2 + ˇ 2 �1 − 1+ 

2 (Vgs  − Vfb )� (3.39) dsat gs fb 
� ˇ � 

1
I = I (3.40) ds dsat (1 − ˙V )ds 

Idsat can be obtained from equation (3.40) while substituting Vds = Vdsat in expression 
(3.39). The threshold voltage under zero bias supply can be obtained for the Level 2 
model using equation (3.38) as 

qNssV = ° − + 2° + ˙ 2° f (3.41) t 0 gc fCoxi 

where Nss and ϕgc can be referred as work function difference of gate to the channel 
and fxed charge surface density, respectively. The performance of the Level 2 model 
is more accurate due to the additional physical parameters than the Level 1 model 
as summarized in Table 3.3. However, the accuracy of the Level 2 model is not suf-
fcient to achieve a good agreement with the experimental data. 

3.4.2.3 Level 3 Model Equation 
The voltage and current equation of MOSFET is improved as presented in Level 2 for 
short channel down to 2 µm more precisely in Level 3. The improvement has been 
demonstrated using the Taylor series expansion of (3.38) under the linear region. 
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TABLE 3.3 
The Parameters Associated with Level 2 in Addition to Table 3.2 (Level 1) 

Parameters SPICE Keyword Parameter Description Default Value Units 
Ldif LD Lateral diffusion 0.0 m 

Gw DELTA Narrow width factor 0.0 – 

Xj XJ Junction depth 0.0 m 

ul UCRIT Critical feld for mobility degradation 1 × 104 V/cm 

ut ULTRA Mobility transverse feld coeffcient 0.0 – 

V UEXP Exponent in mobility degradation 0.0 – 

vmax VMAX Maximum carrier drift velocity 0.0 m/s 

Neff NEFF Effective substrate doping factor 1 – 

Nfs NFS Fast surface state density 0.0 cm−2 

Xqc XQC Thin-gate oxide capacitance model 1.0 – 
fag and coeffcient of channel charge 
share attributed to drain (0–0.5) 

˝ +Vf  sb 4 2

In order to improve the model, the semiempirical equation is used instead of an 
analytical equation by considering the short-channel effect. The short-channel effect 
is considered while calculating the threshold voltage and mobility in the empirical 
model. The drain current can be obtained in the linear region as 

W ˙ 1+ Fb ˘I = µ C V − V − V V  (3.42) ds s oxi ˇ gs th ds � dsLeff ˆ 2 � 

swhere Fb =
˛F + Fn is the empirical parameter that depends on the bulk depletion 

charge on the three-dimensional geometry of MOSFET. The short-channel effect 
based on the Dang’s model is responsible to infuence Vt, Fs, and µs, whereas the Fn is 
infuenced by the narrow channel effects and µs is dependent on the gate electric feld. 

µµs = (3.43) 
1+ ˆ(V − V )gs th 

In order to obtain more realistic values, the above expression can be rewritten as 

µµeff = s (3.44) Vds1+ µs v Lmax eff 

Moreover, the threshold voltage can be expressed for SPICE Level 3 as 

V = V − ˙  2ˆ f + ˙Fs 2ˆ + V + F ( 2ˆ f + V ) − ˘V (3.45) th t 0 f sb n sb ds 

−22 3where σ is the DIBL parameter and can be obtained using ˜ = 8.15 × 10 ˝ / C L  .oxi 
The physical and electrical parameters associated with the Level 3 MOSFET model 
are listed in Table 3.4. 
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TABLE 3.4 
The Parameter Associated with Level 3 in Addition to Table 3.2 (Level 1) 

Parameters SPICE Keyword Parameter Description Default Value Units 
Ldif LD Lateral diffusion 0.0 m 

Gw DELTA Narrow width factor 0.0 – 

Xj XJ Junction depth 0.0 m 

Nfs NFS Fast surface state density 0.0 cm−2 

Θ THETA Mobility degradation factor 0.0 V−1 

Η ETA Static feedback factor 0.0 – 

Κ KAPPA Saturation feld correlation factor 0.2 – 

vmax VMAX Maximum carrier drift velocity – – 

3.4.2.4 BSIM Model 
BSIM stands for the Berkeley Short Channel IGFET model that is the most com-
monly used model because it is more precise and highly accurate with the experi-
mental data. The submicron technology was the frst target by the UC Berkeley in 
the 1980s and 1990s that uses a feature size of 0.5 µm and 0.6 µm. Later, the binning 
process is introduced in BSIM3 to improve the accuracy of the DC and AC mod-
els. The binning process is demonstrated in Figure 3.22 that can vary foundry by 
foundry and process by process. The minimum and maximum width and channel 
length are depicted in Figure 3.22 with each bin. The parameters used in 0.18 µm 
and 0.13 µm technology are described in Table 3.5. 

In the IC industry, the following different levels of MODEL associated with 
BSIM are used. 

1. The frst BSIM model used by the UC Berkley was Level 13. 
2. The modifed BSIM2 is Level 28 that uses 0.5 µm and 0.6 µm process 

technology. 
3. The BSIM is a Level 49 model that is capable of modeling the circuit in the 

feature size below 0.1 µm. It is typically used in 0.35 µm, 0.25 µm, and 
0.18 µm technology. 

4. The BSIM is Level 54 capable of modeling the circuit in the feature size 
down to 0.13 µm process technology. 

FIGURE 3.22 The concept of binning process. 
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TABLE 3.5 
The Physical and Electrical Parameters Used in 0.18 µm and 0.13 µm 
Technology 

0.18 μm 0.13 μm 

Parameter Symbol nMOS pMOS nMOS pMOS Unit 
Supply voltage Vdd 1.8 1.8 1.2 1.2 V 

Oxide thickness tox 4.1 4.1 3.1 3.1 nm 

Oxide capacitance Coxi 1.33 1.33 1.08 1.08 µF/cm2 

Threshold voltage Vth 0.37 -0.39 0.35 -0.35 V 

V0.5Body effect coeffcient Γ 0.3 0.3 0.2 0.2 

Fermi potential 2|ϕf| 0.84 0.84 0.88 0.88 V 

Junction capacitance Cj0 0.95 1.17 0.95 1.15 fF/µm2 

Built-in potential ϕb 0.8 0.86 0.98 0.8 V 

Grading coeffcient M 0.37 0.42 0.40 0.44 – 

Nominal mobility µ0 292 112 430 100 cm2/V s 

Effective mobility µeff 287 88 298 97 cm2/V s 

Saturation electric feld Esat 1.2 × 105 2.5 × 105 9.5 × 104 4.2 × 105 V/cm 

Equivalent on resistance Req 8 22 18 37 kΩ/square 

Saturation velocity vsat 8 × 106 8 × 106 1.5 × 107 1.5 × 107 cm/s 

For a more detailed analysis of this model, the reader can understand by referring 
to the most recent literature and manual related to the BSIM model due to higher 
complexity. 

3.4.3 EXAMPLES USING HSPICE 

Example 3.1: 

This HSPICE program demonstrates the voltage-transfer characteristic (VTC) curve 
for complementary metal oxide semiconductor (CMOS) inverter at 180 nm tech-
nology node based on the library considered from the predictive technology 
model. 

SOLUTION: 

In order to understand the VTC curve, the netlist is scripted below based on 180 nm 
technology node using industry-standard HSPICE simulation tool and the result is 
depicted in Figure 3.23. 

Script Code: 
*Based on 0.18 μm technology node, plot the VTC curve for CMOS 
inverter 
*In order to give comments on the script file, start the 
statements with symbol ‘*’ 

******** Setting up various global parameters ********* 
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* The .lib syntax is used to call the model library file saved in 
the same location 
.LIB "tsmc_018um_model.lib" CMOS_MODELS 
.param Supply = 1.8V * Supply voltage as Vdd globally Set 
. opt scale = 0.09u * Lambda value opted based on the rules 

******** NMOS and PMOS Circuit description ************* 

M1 Vout Vin Gnd Gnd CMOSN L = 2 W = 4 
M2 Vout Vin Vdd Vdd CMOSP L = 2 W = 8 
Vdd Vdd Gnd ’Supply’ 
Vin Vin Gnd 
******** ************ 
.dc Vin 0 ’Supply’ ’Supply/100’ * It is used to 
perform the DC analysis. 

******** Plotting and printing statements ** 

.probe V(Vout) 

. option post=2 

.end *In order to end the statement in a .sp file 

RESULT: 

FIGURE 3.23 VTC of CMOS inverter at 180 nm technology. 

Example 3.2: 

This SPICE program demonstrates the variation of drain current as a function of 
gate voltages for the Level 1 DC MOSFET model. 
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SOLUTION: 

In order to understand the I–V characteristics, the netlist is scripted below based 
on Level 1 MOSFET model using industry standard HSPICE simulation tool and 
the result is presented in Figure 3.24. 

Script Code: 
Vgs 1 0 2V 
Vds 2 0 2V 
Vbs 3 0 0V 
*NMOS 
M1 2 1 0 3 NCHL1 L=3u W=3u 
*N-channel MOS Model 
.MODEL NCHL1 NMOS LEVEL=1 RSH=0 TOX=300E-10 LD=0.21E-6 XJ=0.3E-6 
+VMAX=15E4 ETA=0.18 GAMMA=0.4 KAPPA=0.5 NSUB=35E14 UO=700 
+THETA=0.095 VTO=0.781 CGSO=2.8E-10 CGDO=2.8E-10 CJ=5.75E-5 
CJSW=2.48E-10 +PB=0.7 MJ=0.5 MJSW=0.3 NFS=1E10 
.options post probe 
.option post=2 
*For I-V Curve Id vs Vgs 
.dc Vgs 0 5 0.1 
.probe I1(M1) 
*For I-V Curve Id vs Vds with Vgs = 2V 
.dc vds 0 5 0.1 
.probe I1(M1) 
*For complete I-V Curve 
.dc Vds 0 5 0.1 Vgs 0 5 1 
.probe I1(M1) 
.end 

RESULT: 

Variation of Id as a function of gate voltage in LEVEL 1 model 

FIGURE 3.24 Drain current vs gate voltage characteristics in MOSFET DC LEVEL 1 model. 

https://ETA=0.18
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Example 3.3: 

This SPICE program demonstrates the variation of drain current as a function of 
gate voltages for Level 2 DC MOSFET model. 

SOLUTION: 

In order to understand the I-V characteristics, the netlist is scripted below based 
on Level 2 MOSFET model using industry standard HSPICE simulation tool and 
the resultant plot is demonstrated in Figure 3.25. 

Script Code: 
Vgs 1 0 2V 
Vds 2 0 2V 
Vbs 3 0 0V 
*NFET 
M1 2 1 0 3 NCHL2 L=3u W=3u 
*N-channel MOS Model 
.MODEL NCHL2 NMOS LEVEL=2 PHI=0.7 TOX=4.08E-8 XJ=0.2 TPG=1 
VTO=0.8096 +DELTA=4.586 LD=2.972E-7 KP=5.3532E-5 UO=632.5 
UEXP=0.1328 UCRIT=3.897E4 +RSH=6.202 GAMMA=0.5263 NSUB=5.977E15 
NFS=5.925e11 VMAX=5.83E4 +LAMBDA=3.903E-2 CGDO=3.7731E-10 
CGSO=3.7731E-10 CGBO=3.4581E-10 +CJ=1.3679E-4 MJ=0.63238 
CJSW=5.1553E-10 MJSW=0.26805 PB=0.4 
.options post probe 
*For I-V Curve Id vs Vgs 

FIGURE 3.25 Drain current vs gate voltage characteristics in MOSFET DC LEVEL 2 
model. 
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.dc Vgs 0 5 0.1 

.probe I1(M1) 
*For I-V Curve Id vs Vds with Vgs = 2V 
.dc vds 0 5 0.1 
.probe I1(M1) 
*For complete I-V Curves 
.dc Vds 0 5 0.1 Vgs 0 5 1 
.probe I1(M1) 
.end 

RESULT: 

Variation of Id as a function of gate voltage in LEVEL 2 model 

Example 3.4: 

This SPICE program demonstrates the variation of drain current as a function of 
gate voltages for Level 3 DC MOSFET model. 

SOLUTION: 

In order to understand the I-V characteristics, the netlist is scripted below based 
on Level 3 MOSFET model using industry-standard HSPICE simulation tool and 
the result is shown in Figure 3.26. 

Script Code: 
Vgs 1 0 2V 
Vds 2 0 2V 
Vbs 3 0 0V 
*N-channel MOS model 
M1 2 1 0 3 NCHL3 L=3u W=3u 
*NFET Model 
.MODEL NCHL3 NMOS LEVEL=3 TPG=1 TOX=1.5E-8 LD=2.95E-7 WD=3.00E-7 
UO= 263 +VTO=0.5 THETA=0.046 RS=27 RD=27 DELTA=2.27 NSUB=1.45E17 
XJ=1.84E-7 +VMAX=1.10E7 ETA=0.927 KAPPA=0.655 NFS=3E11 
CGSO=3.4E-10 CGDO=3.48E-10 +CGBO=5.75E-10 XQC=0.4 
.options post probe 
*For I-V Curve Id vs Vgs 
.dc Vgs 0 5 0.1 
.probe I1(M1) 
*For I-V Curve Id vs Vds with Vgs = 2V 
.dc vds 0 5 0.1 
.probe I1(M1) 
*For complete I-V Curves 
.dc Vds 0 5 0.1 Vgs 0 5 1 
.probe I1(M1) 
.end 

RESULT: 

Variation of Id as a function of gate voltage in LEVEL 3 model 
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FIGURE 3.26 Drain current vs gate voltage characteristics in MOSFET DC LEVEL 3 model. 

3.5 SUMMARY 

This chapter can be summarized as follows: 

• This chapter briefy explained the basic structure of MOSFET along with 
its characteristics and importance of scaling. However, the impact of scal-
ing was also observed due to the hot carrier effect, short-channel effect, etc. 
Further, the importance of the MOS capacitor device was demonstrated and 
characterized by their C–V curve under different regions. 

• Moreover, the different DC MOSFET models were demonstrated for the 
static and dynamic condition under different operating regions by obtaining 
the drain current expression. 

• Based on the MOSFET model, circuit modeling was examined for different 
levels of the model in order to validate experimental data with the simula-
tion result in a more precise way with higher-order parameters. 

• We concluded this chapter with a few SPICE netlist related to the different 
levels of the MOSFET model. 

3.6 MULTIPLE-CHOICE QUESTIONS 

1. The depletion N-channel MOSFET 
a. Can be operated as a junction feld-effect transistor (JFET) with zero 

gate voltage 
b. Can be operated as an enhancement MOSFET by applying +ve bias to gate 
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c. Can be operated as an enhancement MOSFET by applying −ve bias to gate 
d. Cannot be operated as an enhancement MOSFET 

2. Choose the correct statement: 
a. MOSFET is an uncontrolled device 
b. MOSFET is a current-controlled device 
c. MOSFET is a voltage-controlled device 
d. MOSFET is a temperature-controlled device 

3. The arrow on the symbol of MOSFET indicates 
a. that it is an N-channel MOSFET 
b. the direction of electrons 
c. the direction of conventional current fow 
d. that it is a P-channel MOSFET 

4. The controlling parameter in MOSFET is 
a. Vds 

b. Ig 

c. Vgs 

d. Is 

5. The output characteristics of a MOSFET is a plot of 
a. Id as a function of Vgs with Vds as a parameter 
b. Ig as a function of Vgs with Vds as a parameter 
c. Id as a function of Vds with Vgs as a parameter 
d. Ig as a function of Vds with Vgs as a parameter 

6. Consider an ideal MOSFET. If Vgs 

a. Zero 
b. Maximum 
c. Id (ON) 
d. Idd 

7. The transistor can be operated in 
a. active region 
b. saturation region 
c. cut-off region. 
d. all of the above regions. 

= 0V, then Id =? 

8. The main advantage of short-channel devices is _____________. 
a. its power consumption is low 
b. it has good output characteristics 
c. it has high speed 
d. it is easy to fabricate 

9. Subthreshold operation occurs in _____________. 
a. strong inversion region 
b. weak inversion 
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c. saturation region 
d. cut-off region 

10. Which one is not a second-order effect? 
a. Body effect 
b. Channel length modulation 
c. Subthreshold conduction 
d. Hot carrier effect 

3.7 SHORT ANSWER QUESTIONS 

1. Defne the strong inversion layer and the threshold voltage of a MOS system. 
2. What are the three regions of operation in the MOS transistor? 
3. What is the gradual-channel approximation (GCA) model? 
4. What is the difference between constant feld scaling and constant voltage 

scaling? 
5. What do you mean by hot carrier effect? 
6. What is the meaning of body effect? 
7. What is the meaning of the short-channel effect? 
8. Explain the phenomenon of DIBL. 
9. What factors may affect the threshold voltages? 

10. What are the second-order effect? 

3.8 LONG ANSWER QUESTIONS 

1. What do you mean by drain-induced barrier lowering (DIBL)? 
2. Derive an expression for saturated drain current considering channel length 

modulation. 
3. What are the short-channel effects? Discuss them in detail. 
4. What are the different MOSFET capacitances? Discuss each of them with 

their origins. 
5. Draw and explain the MOS C–V characteristic. 
6. Discuss the MOSFET modeling with level-1 model parameters. 
7. Discuss the MOSFET modeling with level-2 model parameters. 
8. Discuss the MOSFET modeling with level-3 model parameters. 
9. Discuss the BSIM model. 
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Combinational 4 
and Sequential 
Design in CMOS 

4.1 CMOS INVERTER 

Complementary metal oxide semiconductor (CMOS) inverter is a micro and vital 
element of the very-large-scale integration (VLSI) circuit design wherein the analy-
sis makes the VLSI engineer aware about the several parameters of technology. By 
analyzing the inverter design, the designer can estimate the power, energy, and area 
overheads of the VLSI system. 

4.1.1 DESIGN 

The CMOS inverter basically covers the features of both P-channel metal oxide 
semiconductor (PMOS) and NMOS inverters; circuit diagram is shown in Figure 4.1. 
In a CMOS inverter, a PMOS transistor is placed between the supply voltage and 
output, and the NMOS transistor is placed between the output and the ground 
terminal; this is because PMOS and NMOS transistors are responsible to produce 
full logic “1” and full logic “0”, respectively. The gates of both PMOS and NMOS 
are tied together to form an input and the drains are tied to form an output of the 
inverter [1]. To avoid the body biasing effect and leakages, the body terminal of the 
PMOS and NMOS is connected to the respective source terminal of the transistor, 
as shown in Figure 4.1. 

4.1.2 OPERATION 

The functionality of the CMOS inverter is illustrated using switching diagrams (see 
Figure 4.1). When the input is very low, the PMOS transistor is switched ON and 
shows lower ON resistance and the NMOS transistor is switched OFF and dem-
onstrates high resistance. As a result, the load capacitance connected at the output 
charges to VDD through the PMOS transistor. Similarly, when the applied input is 
very high, the NMOS transistor is switched ON and shows low ON resistance and 
the PMOS transistor is switched OFF and shows high resistance. As a result, the 
load capacitance at the output discharges to the ground through the NMOS transis-
tor. Thus, the designed circuit with PMOS and NMOS transistors acts as an inverter, 
commonly known as the NOT gate. 
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FIGURE 4.1 (a) CMOS inverter design. (b) Switching diagram of a CMOS inverter. 

4.1.3 TRANSIENT AND VTC CHARACTERISTICS 

When a pulse signal with a frequency ( f) is applied to the CMOS inverter design, the 
output is an inverted signal, as shown in Figure 4.2(a). From the output signal, it can 
be observed that the logic levels of the output are fully restored. The reason behind 
this full logic swing is explained in the following sections. Similarly, Figure 4.2(b) 
shows the voltage transfer characteristics (VTC) of the CMOS inverter with Vin on 
the x-axis and Vout on the y-axis [1]. From Figure 4.2(b), it can be observed that at dif-
ferent regions of the VTC curve, the PMOS and NMOS operate in different regions. 

4.1.4 SIGNIFICANCE OF THE CMOS INVERTER 

CMOS explores both NMOS and PMOS characteristics and achieves several benefts 
that can be explained using the following metrics [1, 2]: 

High logic levels: With the use of both PMOS and NMOS designs in the 
inverter, it achieves high logic swing, that is, the inverter restores the full 
logic levels. As a result, the noise margin of the logic gates is high. 

FIGURE 4.2 CMOS inverter (a) Transient characteristics (b) Voltage transfer characteristics. 
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TABLE 4.1 
Performance Comparison of the CMOS Inverter with the NMOS Inverter 

Property CMOS Inverter NMOS Inverter 
Logic Swing Restored logic swings Low logic swing 

Power consumption Low High 

Noise Margin High Low 

Logic Ratio less logic Ratio logic 

Transistors used Both PMOS and NMOS Only NMOS 

Low power consumption: In steady state, there is no path between the supply 
voltage and the ground of the CMOS inverter. Since only one transistor is 
switched ON at a time, the CMOS inverter achieves ultra-low static power 
consumption. 

Ratioless design: In the CMOS inverter, the obtained logic levels are inde-
pendent of device sizes. This makes the designing of CMOS-based circuits 
much simpler. 

High input resistance: In steady state, due to the insulated gate terminal, 
no current enters into the gate terminal. As a result, the CMOS inverter 
achieves high fan-out (ideally infnite). 

The summary of the properties and benchmarking of the CMOS inverter against 
the NMOS inverter is listed in Table 4.1. The detailed description of the above-men-
tioned benefts and properties is given in the subsequent sections of the chapter. 

4.2 STATIC BEHAVIOR OF THE INVERTER 

To study the static behavior of the CMOS inverter and to explain the robustness of 
the inverter design, several parameters are evaluated, such as switching threshold, 
noise margin, and minimum supply voltage. These parameters are derived by utiliz-
ing the voltage transfer characteristics of the CMOS inverter. 

4.2.1 SWITCHING THRESHOLD 

Switching threshold (VM) of a CMOS inverter is a point on the voltage transfer char-
acteristics curve, where Vin and Vout of the CMOS inverter are equal. On the voltage 
transfer characteristics curve, this value is marked as the intersection of the voltage 
transfer characteristics with Vin = Vout line, as shown in Figure 4.3. As VGS is equal to 
VDS, at this point, both PMOS and NMOS transistors operate in the saturation region 
[3]. 

VM is mathematically expressed as equation (4.1). 

˙ rVDD ˘ 
VM = (4.1) 

ˆ̌ (1 + r )�� 
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FIGURE 4.3 Voltage transfer characteristics indicating switching threshold. 

The value of VM is determined by using the value “r” that is obtained by using the 
sizing of both PMOS and NMOS. The ideal value of VM is always VDD/2 and has a 
high noise margin in the middle of the voltage transfer characteristics. To move VM 

to the upper side, the PMOS device should be wider in size. Similarly, to move to the 
lower side, the NMOS size should be wider. 

4.2.2 NOISE MARGIN 

High-level (NMH) and low-level noise margins (NML) of the CMOS inverter are 
defned as equations (4.2) and (4.3). 

NM =˜V − V ,  (4.2) H  OH  IH 

NM =˜V − V ,  (4.3) L  IL  OL 

where VOH is the maximum output voltage of CMOS inverter with high-level input 
VIH and VOL is the minimum output voltage of the CMOS inverter with low-level 
input VIL. 

VIL and VIH values are calculated at the gain of the amplifer equal to −1. The 
simplistic approach to identify these values is to derive the voltage transfer charac-
teristics and locate the values of VIL and VIH, as shown in Figure 4.4. 

4.2.3 ROBUSTNESS OF THE CMOS INVERTER BY SCALING SUPPLY VOLTAGE 

Robustness of the device is evaluated by scaling the supply voltage of the inverter 
design. This analysis results lower limit of the supply voltage with technology 
scaling. This can be determined by observing the voltage transfer characteris-
tics with the supply voltage scaling, as shown in Figure 4.5. From this, it can be 
observed that the inverter shows acceptable characteristics for supply voltage equal 
to the threshold voltage of the transistor. With the supply voltages lower than the 
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FIGURE 4.4 CMOS inverter voltage gain versus input voltage. 

threshold voltages, the performance of the inverter design is degraded, as shown 
in Figure 4.5. It has been predicted that in order to have a proper operation, the 
supply voltage of the inverter is greater than twice the threshold voltage of the 
transistor [1–5]. 

4.3 DYNAMIC BEHAVIOR OF CMOS INVERTER 

Dynamic behavior of the CMOS inverter presents the propagation delay calcula-
tion by considering different capacitive components. First, the different capacitive 
components of the CMOS inverter are described. Later, the propagation delay of the 
CMOS inverter is calculated. 

FIGURE 4.5 VTC of CMOS inverter with scaling supply voltage. 
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FIGURE 4.6 Parasitic capacitances, infuencing the transient behavior of the cascaded 
inverter pair. 

4.3.1 CAPACITANCES 

The inverter is loaded with several capacitive components, and to calculate the delay 
of the inverter, all these components need to be considered. Figure 4.6 shows the 
several capacitive components that infuence the behavior of the CMOS inverter. 

4.3.1.1 Gate-Drain Capacitance 
This capacitance comprises the overlap capacitance of both transistors M1 and M2. 
This capacitance is the overlap capacitance between gate-drain terminals of both 
transistors. This capacitance is expressed as 

Cgd = 2 CGD0W , (4.4) 

where W is the transistor width and CGD0 is the zero bias gate to drain capacitance. 

4.3.1.2 Diffusion Capacitance (Cdb1, Cdb2) 
This capacitance is the depletion capacitance of the reverse-biased PN diode of the 
drain to body junction. This capacitor is nonlinear in nature and highly dependent on 
the applied voltage. This can be expressed as 

Cdb = K  C j0 , (4.5) 

where K is the constant, and Cj0 is the junction capacitance. 
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4.3.1.3 Gate Capacitance (Cg3, Cg4) 
Gate capacitance mainly consists of oxide capacitance and depends on the length and 
width of the transistor. It can be expressed as 

C = W L C  + W L C , (4.6) g n n ox p p ox 

where Wn and Wp are the widths of NMOS and PMOS, respectively. 

Ln and Lp are the lengths of NMOS and PMOS, respectively. 
Cox is the oxide capacitance. 

4.3.1.4 Propagation Delay of the CMOS Inverter 
The propagation delay of the inverter that charges and discharges the load capacitor 
is expressed as 

v2 
C v  

tp = ˜ L ( )
dv, (4.7) 

i v( )  
v1 

where i(v) and CL(v) are the charge currents and load capacitance as a function of volt-
age, respectively. Now, consider the simplifed switch model of the CMOS inverter 
shown in Figure 4.7 that replaces the ON resistance value, as shown in equation (4.8). 

VDD 
1 V 3 VDD ˇ 7 �Req = dV ˙ �1− ˝VDD � (4.8) 

VDD / 2  ˜ IDSAT (1+ ˝V ) 4 IDSAT ˘ 9 � 
VDD /2  

FIGURE 4.7 Switch model of a CMOS inverter. 
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with 

W ˙ VDSAT ˘I = k (V − V )V − 
2 

DSAT DD T  DSAT L ˆ̌ 2 �� 

It is a fact that deriving the propagation delay of the frst-order RC network shown in 
Figure 4.7 is always clear from the basics and it is expressed as 

pHL  = ln(2)R C  = 0.69 eqn (4.9) t eqn L R CL 

Propagation delay of high-to-low transition and low-to-high transition is expressed as 

t = 0.69R C  , (4.10) pLH  eqn L 

where Rpeq and Rneq are the equivalent ON resistance of both PMOS and NMOS, 
respectively, and CL is the load capacitance. The overall propagation delay of the 
inverter is the average value of tpLH and tpHL and can be expressed as 

tpHL  + tpLH ˛ Reqn + Reqp ˆ 
tp = = 0.69CL (4.11) 

2 ˝̇ 2 ˇ̆ 

4.3.2 POWER AND ENERGY CONSUMPTION 

This section presents several different components of the CMOS inverter power con-
sumption such as static and dynamic power consumption. Further, it also explains 
the energy consumption and the energy delay of the CMOS inverter. 

4.3.2.1 Power Consumption 
The power consumption of the CMOS inverter mainly comprises three components: 
dynamic power consumption, static power consumption, and direct path power 
consumption. 

4.3.2.2 Dynamic Power Consumption 
This component of power consumption is the signifcant part of the total power 
consumption of the CMOS inverter [6]. Dynamic power dissipation in the CMOS 
inverter is mainly due to the charging and discharging of the load capacitor. During 
low-to-high transition, the PMOS device charges the capacitor wherein the capacitor 
draws some energy from the power supply. Later, the capacitor charges to VDD and 
in high-to-low transition, this energy is dissipated through the NMOS transistor. The 
energy consumption can be derived by considering low-to-high transition, as shown 
in Figure 4.8. The value of energy consumption drawn from the supply voltage is 
expressed in equation (4.12). 

˛ ˛ VDD 
dvout 2= i t V dt V= C dt = C VL DD dv = L DD EVDD  ˜ ( )  DD  DD  ˜ L ˜ out C V  (4.12) 

dt 
0 0 0 
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FIGURE 4.8 Switch model of CMOS inverter in low-to-high transition. 

On the other hand, the energy stored in the capacitor is CLVDD 
2/2, which means the 

capacitor stores only half of the energy drawn from the supply voltage. The remain-
ing half of the energy is dissipated by the transistor and this dissipation is indepen-
dent of the transistor size. Now, the power consumption of the CMOS inverter is 
defned in equation (4.13). 

Pdyn  = CLVDD 
2 f0 1− (4.13) 

where f0–1 represents the frequency of energy consumption of the transitions, that 
is, how often the device draws the energy from the supply voltage and the transistor 
consumes it. The dynamic power consumption by using the switching activity factor 
is shown in equation (4.14). 

P = C V  2 f = C V  2 p f , (4.14) dyn L DD − L D  −0 1  D 0 1  

where p0-1 represents the probability of low-to-high switching phenomenon. 

4.3.2.3 Static Power Consumption 
Static power consumption or steady-state power consumption of the CMOS inverter 
is ideally zero. Since the PMOS and NMOS are never switched ON simultaneously 
in the steady state, this power consumption is due to the leakage of the reverse-
biased diodes. The leakage is primarily due to the drain or source and body junctions 
in the CMOS inverter, as shown in Figure 4.9, and expressed in equation (4.15). 

P = I V (4.15) stat stat DD 

where Istat is the current fow in the steady state, generally it is very low in magnitude. 
This static power consumption increases with reduction in the channel length of the 
transistor. 
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FIGURE 4.9 Source of leakage currents in a CMOS inverter. 

4.3.2.4 Direct Path Power Consumption 
This power consumption occurs due to the fnite slope of the input signal applied. 
Owing to this fnite slope, there exists a path between VDD and ground (GND) for a 
fraction of the time period. This causes a peak current (Ipeak) for a fraction of time, as 
shown in Figure 4.10. This is called short circuit or direct path power consumption 
and it is expressed in equation (4.16). 

= t V I  = 2 f (4.16) P f C Vdp sc DD peak sc DD 

4.3.2.5 Total Power Consumption 
Putting all these individual power consumption components together makes the 
overall power consumption of the CMOS inverter, it is expressed in equation (4.17). 

2P = P + P + P = (C V  + V I  t f) + V I  (4.17) tot  dyn dp stat L DD  DD peak s  −0 1  DD leak 

FIGURE 4.10 Short circuit current with input transitions. 
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Example 4.1: 

Calculate the capacitive dissipation and energy of the CMOS inverter, where the 
value of the load capacitance was found to be to equal 6 fF. For a supply voltage 
of 2.5 V, the CMOS inverter shows a propagation delay of 32.5 psec. 

ANSWER: 

E = C V  2 = 37.5˜fJ dyn L DD 

Assume that the inverter is operating at the maximum possible rate (T = 1/f = tpLH + 
tpHL = 2tp). For a tp of 32.5 psec, we fnd that the dynamic power dissipation of the 
circuit is 

P = E / 2( t ) = 580˜µWdyn  dyn p 

4.4 DESIGN OF COMBINATIONAL LOGIC DESIGN 

This section presents the designing of combinational circuits and deals with different 
topologies. The previous section dealt with the CMOS inverter whereas in this sec-
tion, two and multiple input logic gates have been designed. Further, the advantages 
and disadvantages of these topologies have been highlighted and benchmarked. 

4.4.1 COMPLEMENTARY CMOS LOGIC 

In general, a static CMOS circuit is built using combinations of two networks. 
The upper part, which is connected to the supply voltage (VDD) is called a pull-up 
network (PUN) and the part of the network connected to GND is called a pull-
down network (PDN), as shown in Figure 4.11. The PUN connects the output and 

FIGURE 4.11 Block diagram of complementary CMOS logic. 
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FIGURE 4.12 PDN NMOS rules [5]. 

the VDD and the PDN connects the output and the GND. The pull-up and pull-
down networks are designed using PMOS and NMOS, respectively. The pull-up 
and pull-down networks are designed in such a way that in the steady state, only 
one network conducts [4, 6]. 

4.4.1.1 Guidelines in Designing Static CMOS Logic 
Detailed guidelines are as follows: 

• NMOS switches ON with a higher gate voltage and switches OFF with a 
lower gate voltage. On the other hand, PMOS switches ON with a lower 
gate voltage and switches OFF with a higher gate voltage. 

• PUN consists of PMOS transistors and PDN consists of NMOS transis-
tors. The reason behind this selection is that NMOS produces strong 0 and 
PMOS produce strong 1. 

• The fundamental rule in designing static CMOS circuits is that in PDN, the 
NMOS devices are connected in series resulting in an AND logic, as shown 
in Figure 4.12(a). Similarly, NMOS devices are connected in parallel result-
ing in an OR logic, as shown in Figure 4.12(b). 

• It can be observed that the PUN and PDN are dual in nature. That is, every 
parallel combination of devices in PUN consists of a series combination of 
the devices in PDN and vice versa. 

• Every M-input logic circuit utilizes 2M number of transistors to implement. 
The complementary logic is inverting logic wherein these gates in a single 
stage are able to realize logic gates like NAND, NOR, and XNOR. 

4.4.1.2 Two- and Multi-Input Static Complementary Gates 
Figure 4.13 shows the static complementary two-input NAND gate. The PDN con-
sists of two NMOS transistors that are connected in series. In dual, the PUN consists 
of two PMOS transistors, which are connected in parallel. When A and B are both 
zero, two NMOS transistors are switched OFF, PMOS transistors are switched ON, 
and the output is connected to the supply voltage (logic 1). It can be concluded that 
the output (F) is connected either to VDD or GND, but not to both simultaneously. 

Designing of complex logic gates is explained as follows, consider an expression 

Y˜=˜(D˜+˜A.˜(B + C)) 
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FIGURE 4.13 Static complementary NAND gate. 

The frst step is the designing of the PDN, following the fact that in PDN, NMOS in 
series forms the AND logic or NMOS in parallel forms the OR logic. The expres-
sion is divided into subcircuits and the implementation is performed. B and C are 
performing OR operation and are connected in parallel. Later, A is connected 
in series with B and C combination. Finally, D is connected in parallel to the 
designed circuit and this completes the PDN, as shown in Figure 4.14. The dual of 
this is implemented in PUN with PMOS circuits (Figure 4.14 shows the complete 
circuit diagram). 

FIGURE 4.14 Static complementary design of complex design. 
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FIGURE 4.15 Sizing CMOS NAND gate for optimum delay. 

4.4.1.3 Sizing Static Complementary Gates for optimum 
Propagation Delay 

Consider a two-input NAND gate and its RC switch model. From this switching 
model, it can be understood that the propagation delay depends on the input patterns 
applied. For example, if both inputs are low, the propagation delay will be 0.69 × 
(RP/2) × CL since both the PMOS devices are in parallel. This is not the case when 
one input is logic 0 and other is logic 1. In this case, the delay is 0.69 × RP × CL. From 
this, it can be observed that the devices in the series slowdown the process. To have 
a uniform delay and reduced performance, the devices must be made wider. For siz-
ing of the gates, we should pick the worst-case conditions. By following the above 
procedure, the sizing of the two-input NAND gates is done, as shown in Figure 4.15, 
where Wp and Wn are the minimum widths of PMOS and NMOS, respectively. 

Example 4.2: 

Size the gate shown in Figure 4.16(a) to have the minimum delay as the CMOS 
inverter. Assume minimum widths of PMOS and NMOS are Wp and Wn, 
respectively. 

ANSWER: 

In a PUN, three PMOS transistors will be in series in the worst case, so the mini-
mum width of PMOS will be multiplied by 3. 

PMOS width = 3 × 2 Wp 

In a PDN, two NMOS transistors are in series, so the minimum width will be 
multiplied by 2. Finally, the sizing of all transistors is shown in Figure 4.16(b). 

NMOS width = 2 × Wn 

4.4.2 RATIOED LOGIC 

Ratioed logic is used to reduce the number of transistors required to implement any 
given logic function. In complementary CMOS, it consists of two types of network, 
the PUN and the PDN, as shown in Figure 4.17. The PUN provides a conditional path 
between VDD and the output when the PDN is turned off. In ratioed logic, PUN is 
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FIGURE 4.16 (a) Static CMOS complex gate. (b) Sizing of CMOS complex gate [6]. 

replaced by an unconditional load device that helps to reach the output at a nominal 
high output voltage (VOH). On the other hand, PDN gives a conditional path between 
output and ground when PUN is turned off. This circuit is known as the pseudo-
NMOS circuit, which is an example of the ratioed logic circuit. 

In the pseudo-NMOS ratioed logic circuit, the number of transistors required 
gets reduced. In complementary CMOS, N-input logic requires 2N transistors, but 
in a pseudo-NMOS logic circuit, the number of transistors required is N + 1. In 
ratioed logic, the circuit propagation delay and the power dissipation are affected 
by the size of the transistor, but in complementary CMOS, they are not affected by 
the size of the transistor. In ratioed logic, it depends upon the ratio of the size of 
NMOS and PMOS that is why it is known as ratioed logic. The main disadvantage 

FIGURE 4.17 CMOS-based ratioed logic. 
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FIGURE 4.18 Topology of DCVSL [2]. 

of the pseudo-NMOS logic is the high static power consumption due to the direct 
path that exists from VDD to GND. We can design possible alternative topologies for 
ratioed logics that can completely eliminate static currents and provide lower power 
consumption [7–9]. 

4.4.2.1 Differential Cascade Voltage Switch Logic (DCVSL) 
Figure 4.18 shows the basic topology of DCVSL logic [2] that uses both PDN1 and 
PDN2 mutually exclusive to each other. That means if PDN1 operates, PDN2 switches 
OFF and vice versa. As a result, single gate implements both logic and its inverse 
simultaneously. If PDN1 is ON, the output value discharges to GND. Consequently, 
transistor M2 switches ON and makes output charges to VDD. As PDN1 and PDN2 
are mutually exclusive, in this phase, PDN2 is switched OFF reducing the static 
power consumption of the resultant gate. This circuit reduces the static power con-
sumption by eliminating the direct path between VDD and GND. However, the logic 
is still ratioed and strongly depends on the sizing of PMOS devices. Following a 
similar design, Figure 4.19 shows the AND/NAND gate that reduces the static power 
consumption. 

4.4.3 PASS-TRANSISTOR LOGIC 

Pass transistor logic is a popular alternative to complementary CMOS that aims 
to reduce the number of transistors required to implement logic by allowing the 
primary inputs to drive gate terminals as well as source/drain terminals [10]. This 
is different from logic families that we have studied so far, which only allows pri-
mary inputs to drive the gate terminals of metal oxide semiconductor feld-effect 
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FIGURE 4.19 DCVSL AND/NAND gate. 

transistors (MOSFETs). Figure 4.20 shows an implementation of the AND function 
constructed that way, using only NMOS transistors. In this gate, if input B is high, 
the top transistor is turned on and copies input A to the output, When B is low, the 
bottom pass transistor is turned on and 0 is passed. 

The switch driven by “B” seems to be redundant at the frst glance, but its 
presence is essential. Figure 4.20 ensures that the gate is static, that is, a low-
impedance path exists to the supply rails under all circumstances or when B is low. 
The advantage of this approach is that fewer transistors are required to implement 
a given function. In Figure 4.20, AND gate is implemented that requires 4 transis-
tors (including the inverter required to invert B), while a complementary CMOS 
implementation would require 6 transistors. The reduced number of devices leads 
to lower capacitance. But an NMOS device is effective at passing a 0, but is poor 
at pulling a node to VDD. The output can only charge up to VDD –VTn. Also, the situ-
ation is worsened by the fact that the devices experience the body effect, as there 
exists a signifcant source-to-body voltage when pulling high. Let’s take the case 

FIGURE 4.20 Pass transistor AND implementation [10]. 
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when the pass transistor is charging up a node with the gate and drain terminals 
set at VDD. Let the source of the NMOS pass transistor be x. Node x will charge up 
to VDD−VTn (Vx). The Vx can be expressed as 

˘ �Vx = VDD  − (Vtno + ˆ � 2ˇ + Vx ) − 2ˇ f � (4.18) f� ( � 

4.4.3.1 Differential Pass Transistor Logic 
For an improved performance, a differential pass transistor logic (DPL) or comple-
mentary pass-transistor logic(CPL), is commonly used [7]. Its basic idea is to accept 
true and complementary inputs and produce true and complementary outputs. A 
number of CPL gates (AND/NAND, OR/NOR, and XOR/XNOR) are shown in 
Figure 4.21. 

Since the circuits are differential, complementary data inputs and outputs are 
always available. For generating the differential signals, extra circuitry is required, 
but CPL has the advantage that some complex gates such as XORs and adders can 
be realized effciently with a small number of transistors. Also, the availability of 
both polarities of each signal eliminates the need of extra inverters, as it is often the 
case in static CMOS or pseudo-NMOS. The CPL belongs to the group of static gates 
because the output nodes are always connected to either VDD or GND through a low 
resistance path. This is advantageous for the noise resilience. 

FIGURE 4.21 Complementary pass transistor logic. 
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FIGURE 4.22 Transmission gate (a) Circuit. (b) Symbolic representation. 

4.4.3.2 Transmission Gate Logic 
In the latest submicron CMOS technologies, the problem of the voltage drop on the 
IC supply rails has become signifcant. The power consumption has remained almost 
the same, or is even higher than it used to be, because integrated circuits have more 
gates and run at higher frequencies. This means, for the same power, the currents 
fowing in the power supply are comparatively higher. Transmission gate logic is 
used to deal with the voltage-drop problem [8]. It is based on the complementary 
properties of NMOS and PMOS transistors. NMOS devices are used to pass a strong 
0 but a weak 1, while PMOS transistors pass a strong 1 but a weak 0. Generally, 
NMOS acts as a pull-down resistor and PMOS as a pull-up. In Figure 4.22(a), the 
transmission gate acts as a bidirectional switch controlled by the gate signal C. When 
C = 1, both NMOS and PMOS are on, allowing the signal to pass through the gate. 
In short, A = B if C = 1. When C = 0, both transistors are in cutoff, an open cir-
cuit is created between the nodes A and B. Figure 4.22(b) shows a commonly used 
transmission-gate symbol. 

Consider the case when charging node B to VDD for the transmission gate circuit 
in Figure 4.23(a). Node A is driven to VDD and the transmission gate is enabled 
(C = 1 and C = 0). If only the NMOS pass device is present, node B charges up to 
VDD−VTn, at the point when the NMOS device turns off. Since the PMOS device is 
present and turned on (VGSp = −VDD), charging continues up to VDD. Figure 4.23(b) 
shows the opposite case that is discharging node B to 0. B is initially at VDD when 
node A is 0. The PMOS transistor itself can only pull down B to VTp at which it turns 
off. The parallel NMOS device stays turned on (since Vgs = VDD) and pulls node B to 
the GND. As the transmission gate requires two transistors and more control signals, 
it enables rail-to-rail swing. 

FIGURE 4.23 Transmission gate operation (a) charging node B (b) discharging node B. 
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TABLE 4.2 
Truth Table of 2 × 1 Multiplexer 

Selection Line (S) Output (Y) 
Logic 0 A 

Logic 1 B 

Example 4.3: 

Design a transmission gate-based 2 × 1 multiplexer? Draw the layout for it? 

ANSWER: 

First write the truth table of multiplexer (Table 4.2) where A, B are the inputs and 
S is the selection line. 

From the truth table, the Boolean equation can be expressed as 

Y = AS + BS 

The transmission gate-based design is shown in Figure 4.24. 

4.5 CMOS SEQUENTIAL DESIGN 

This section briefy describes the designing of sequential logics with a suitable 
example. 

FIGURE 4.24 (a) Transmission gate-based MUX design (b) layout. 
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FIGURE 4.25 Block diagram of sequential circuits. 

4.5.1 INTRODUCTION 

Combinational circuits have a certain logic and process the input signals accord-
ingly to produce the output. On the other hand, for sequential circuits, the output not 
only depends on the present input but also on the previous output. That means the 
sequential circuit remembers some past history in its memory. The block diagram of 
the sequential circuit is shown in Figure 4.25, wherein it consists of combinational 
circuit and memory. The output of this circuit depends on the present input and the 
state of the memory element present in it. In general, these memory elements work 
with respect to the clock signal. 

4.5.2 METRICS FOR CMOS SEQUENTIAL DESIGN 

Majorly, there are three important timing metrics for memory, here the memory is 
considered a register since it is the smallest memory element. These metrics are 
illustrated using a diagram, as shown in Figure 4.26 and the timing components are 
described below: 

Setup time: The minimum time required for the input to settle before the clock 
transition is the setup time (tsu) of the register. 

Hold time: The minimum time required to remain the input data after the 
clock transition is known as the hold time (thold) of the register. 

Propagation delay: The time required for the register to propagate the input 
to the output with the clock transition is the propagation delay (td) of the 
register. The condition for the proper operation of the register is expressed 
with the minimum clock period (T) is related in equation (4.19). 

˜ 
d 

+ T (4.19) T T  + Tsu hold 
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FIGURE 4.26 Pictorial representation of setup, hold, and propagation delay of a register. 

4.6 STATIC LATCHES AND REGISTERS 

4.6.1 THE BISTABILITY PRINCIPLE 

The static memories utilize bistable circuits, that is, the circuits have two stable 
states (state 0 and state 1). The basic circuit is shown in Figure 4.27(a), wherein two 
inverters are connected in a cascaded fashion. The VTC plot of the frst inverter and 
the plot of the second inverter are shown in Figure 4.27(b). When we combine both 
the inverters as shown in Figure 4.27(b), the combined VTC will have two stable 
states and one metastable state. 

Hence, the cross-coupled inverter pair has two stable states and serves as a mem-
ory element which can store either 0 or 1. To change the state, we have to force the 

FIGURE 4.27 (a) CMOS cascaded inverter. (b) VTC characteristics. 
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FIGURE 4.28 CMOS-based SR fip-fop. 

triggered pulse at the input of one inverter, which changes the state of the memory 
and these bistable circuits are also called fip-fops. 

4.6.2 SR FLIP-FLOPS 

Figure 4.28 shows the SR fip-fop [9] that consists of a cross-coupled inverter pair 
and extra transistors to change the state and to apply clock signal. When clock 
(CLK = 1), with signal S = 1 and R = 0, the transistors M5, M6 will be switched ON 
that makes the node Q to logic 0. With the functionality of the back-to-back inverter 
pair, the output Q is set to logic 1. Similarly, when R = 1 and S = 0, M7 and M8 switch 
ON that makes the node Q to logic 1, Q to logic 0. 

4.6.3 D-LATCHES AND FLIP-FLOPS 

There are many ways available to design D-latch, in which a simple method is the 
transmission gate-based D-latch. Figure 4.29 shows the transmission gate-based 

FIGURE 4.29 Transmission gate-based simple D-latch. 
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FIGURE 4.30 Transmission gate-based D-fip fop. 

simple positive D-latch design. When the CLK is high, the latch propagates the input 
to output. When the CLK is low, the latch retains the output with back-to-back con-
nection of inverters. In this phase, the latch doesn’t have any connection with the 
input. So, the previous output logic propagates through the back-to-back inverter pair 
until the next positive CLK. 

4.6.4 MASTER-SLAVE FLIP-FLOP 

Figure 4.30 shows the transmission gate-based master-slave D fip-fop where positive 
and negative D-latches are combined. At a low CLK signal (CLK = 1), the T1 trans-
mission gate switches ON and T2 switches OFF. As a result, the input D propagates to 
node QM. During this phase, the transmission gate T3 switches OFF and T4 switches 
ON. Consequently, the cross-coupled inverters (I5, I6) hold the previous state of the 
slave latch. When the CLK signal is high, the master stage enters into hold mode and 
stores the previous value due to the cross-coupled inverters I3 and I4. In this phase, T3 

switches ON and T4 switches OFF, and QM propagates to the output Q. 

4.7 SUMMARY 

The outline of this chapter can be summarized as follows: 

• This chapter began with the CMOS inverter design and presented the char-
acteristics of the CMOS inverter. The characteristics of the CMOS inverter 
are benchmarked against the NMOS inverter, which proves the robustness 
of the CMOS inverter. 

• The static and dynamic behaviors of a CMOS inverter were observed and 
the propagation delay and power consumption were modeled. This discus-
sion was extended to combinational circuit design using CMOS. 

• Different logic families including static CMOS, ratioed logic, pass transis-
tor, and transmission gate logic were presented. 

• Further, CMOS-based sequential circuit design was also introduced. This 
covered the CMOS-based bistability principle and the utility of the CMOS 
inverter in the sequential circuit design. Finally, CMOS-based latches and 
fip-fops were introduced and explained. 
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4.8 MULTIPLE-CHOICE QUESTIONS 

1. Which of the following is not a CMOS inverter characteristic? 
a. Low power consumption 
b. High noise margin 
c. Full logic swing 
d. High power consumption 

2. In static CMOS PUN consists of 
a. NMOS only 
b. PMOS only 
c. PMOS and NMOS 
d. None 

3. What is the full form of CMOS? 
a. Complementary metal oxide semiconductor 
b. Complex metal oxide semiconductor 
c. Complementary multi oxide semiconductor 
d. Complementary metal oxide ssensor 

4. N-input static complementary gate takes 
a. 2N transistors 
b. 2N + 1 transistors 
c. 2N + 2 transistors 
d. 2N − 1 transistors 

5. Which of the following is ratioed logic? 
a. Static CMOS 
b. Pass transistor logic 
c. Transmission gate logic 
d. DCVSL logic 

6. Pass transistor AND gate uses 
a. 4 transistor 
b. 5 transistors 
c. 6 transistors 
d. 7 transistors 

7. Which of the following is the main drawback of pass transistor logic? 
a. High area 
b. High power consumption 
c. Low logic swing 
d. High delay 

8. Transmission gate logic uses 
a. PMOS 
b. NMOS 
c. PMOS and NMOS 
d. None of the above. 
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9. CMOS memory consists of 
a. Back-to-back inverter 
b. Single inverter 
c. Transmission gate 
d. None 

10. N-input pseudo NMOS gate takes 
a. 2N transistors 
b. N + 1 transistors 
c. 2N + 2 transistors 
d. 2N − 1 transistors 

4.9 SHORT-ANSWER QUESTIONS 

1. What is the difference between a CMOS and an NMOS inverter? 
2. What is DCVSL logic? What is its signifcance? 
3. What is a CMOS transmission gate? 
4. Design a pass transistor-based AND gate. 
5. Design a static CMOS XOR gate. 
6. Defne noise margin of a CMOS inverter. 
7. What is the setup time of a register? 
8. What is bistability and how is it useful? 
9. Design a half adder using static CMOS logic. 

10. What is the switching threshold of a CMOS inverter? 

4.10 LONG-ANSWER QUESTIONS 

1. Implement the following expression in a full static CMOS logic fashion 
using no more than 10 transistors. 

Y = ( . ) ( A C E  + (D E  ( . . A B  + . .  ) . ) + D C B) 

2. Design transmission gate-based full adder circuit. Estimate the number of 
transistors. 

3. Consider the circuit shown in the Figure 4.31 given below 
a. What is the logic function implemented by the CMOS transistor network? 

Size the NMOS and PMOS devices so that the output resistance is the 
same as that of an inverter with an NMOS W/L = 4 and PMOS W/L = 8. 

b. What are the input patterns that give the worst case tpHL and tpLH. State 
clearly what the initial input patterns are and what input(s) has to be used 
to make a transition  to achieve the maximum propagation delay. 

4. What is ratioed logic? Discuss with an example. State the benefts. 
5. Consider the Figure 4.32 shown below 

a. Write the Boolean equations for outputs F and G. 
b. What function does this circuit implement? 
c. What logic family does this circuit belong to? 
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FIGURE 4.31 Static CMOS logic circuit. 

6. Design a DCVSL gate which implements the same function. Assume A, B, 
C, and their complements are available as inputs. 

7. Mention the drawbacks of pass transistor logic and discuss the alternatives 
available. 

8. What is the CMOS inverter? Explain the static and dynamic behaviors of 
the CMOS inverter. 

FIGURE 4.32 CMOS logic circuit showing differential output. 
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FIGURE 4.33 CMOS circuits for duality test. 

9. What is the logic function of circuits A and B in the Figure 4.33 below? Which 
one is a dual network and which is not? Is the nondual network still a valid static 
logic gate? Explain. List any advantages of one confguration over the other. 

10. Implement the equation X = ((A + B) (C + D + E) + F) G using complementary 
CMOS. Size the devices so that the output resistance is the same as that of an 
inverter with an NMOS W/L = 2 and PMOS W/L = 6. Which input pattern(s) 
would give the worst and best equivalent pull-up or pull-down resistance? 
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Analog Circuit Design 5 
5.1 INTRODUCTION TO ANALOG DESIGN 

With the advancement of complementary metal oxide semiconductor integrated cir-
cuit (CMOS IC) technology, several analog functions can be digitally implemented 
[1]. However, a few important applications are still required that can work with only 
analog signals and those are summarized below: 

Operation with natural signals: In reality, the naturally available signals 
are analog in type. For example, the high-quality microphone gener-
ates a sound signal of amplitude varying from few millivolts to hun-
dreds of millivolts. The photo cell in a video camera generates a current 
signal and a seismograph generates an output voltage ranging from 
microvolts. 

Multilevel signals: To improve the quality of long-distance communication, a 
system requires multilevel signals rather than the binary signals. 

Sensors and actuators: Several sensors dealt with mechanical and electrical 
signals. These sensors play a critical role in day-to-day life. 

5.2 MOS DEVICE FROM ANALOG PERSPECTIVE 

In this section, the characteristics of the metal oxide semiconductor feld-effect 
transistor (MOSFET) is analyzed in view of analog circuit design. Further, this 
section also explains second-order effects of MOSFET and small signal model of 
MOSFET. 

5.2.1 I/V CHARACTERISTICS 

With zero voltage applied at the gate to source (VGS) terminal, no current fows 
between source and drain with the application of positive drain to source voltage 
(VDS). With this biasing, the transistor is in the cut-off region and hence zero current 
fows, as shown in Figure 5.1. 

When VGS = 0; ID = 0; Cut-off region. 
With positive VGS and VDS applied, the gate pushes the positive charge carriers 

down the body and the full of negative voltage will be formed between the drain 
and the source. The induced n-region forms a channel with an application of posi-
tive VDS, as shown in Figure 5.2 and charge carriers fow between the source and the 
drain. The minimum value of VGS required to form a channel is called the threshold 
voltage (Vt). 

With the small value of VDS, current varies linearly and increases with an 
increase in drain voltage. This region is called the triode and in this region, the 
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FIGURE 5.1 N-channel MOSFET with zero VDS. 

circuit works as a resistor. The drain current of MOSFET in the triode region is 
modeled as below: 

When VGS > t ,˜ DS  < VGS  − VtV V  ; Triode region 

W ˆ 1 2 �ID = µnCox (VGS − Vt )VDS − VDS (5.1) ˘ �L ˇ 2 � 

With an increased VDS, the channel obtains the tapered shape, as shown in Figure 5.3, 
and the channel depth at the drain side reduces to zero. This effect is called pinch-
off, and current in this region becomes constant. The drain current thus saturates at 
this value; therefore, this region is named as the saturation region of MOSFET. The 
drain current of MOSFET in the saturation region is modeled as below: 

When VGS > Vt , VDS > VGS − Vt ; Saturation region 

1 W
ID = µnCox ˆ(VGS − Vt )2 ˘ (5.2) ˇ �2 L 

FIGURE 5.2 N-channel MOSFET with small VDS value. 
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FIGURE 5.3 N-channel MOSFET with large VDS value. 

The transfer and output characteristics of an n-channel metal oxide semiconduc-
tor (NMOS) transistor are shown in Figures 5.4(a) and 5.4(b), respectively. Transfer 
characteristics are drawn between input voltage (VGS) and drain current; it shows that 
an NMOS produces the drain current when VGS is greater than the threshold voltage. 
The output characteristics are drawn between output voltage (VDS) and drain current, 
and the region of operations is indicated. As discussed in the operation of MOSFET, 
at a small value of VDS, MOSFET operates in the triode region; when VDS increases, 
it enters into the saturation region. 

5.2.2 SECOND-ORDER EFFECTS 

In this section, the second-order effects that occur in MOSFET are discussed. 
These effects are analyzed in order to consider them for MOSFET-based circuit 
design. 

5.2.2.1 Body Effect 
In general, we consider MOSFET where source and body terminals are tied 
together. If the bulk and source terminal voltages of a transistor differ from 

FIGURE 5.4 N-channel MOSFET: (a) Transfer and (b) Output characteristics. 
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each other, body effect comes into the picture. To understand this, when VD = 
VS = 0, the VB becomes more negative that increases the charge density in the 
channel. Consequently, depletion region becomes wider and the threshold volt-
age increases. It can be shown that the threshold voltage is expressed in terms of 
source-to-body voltage as 

Vth = Vth0 + ˙  2ˆF + VSB − 2ˆF ) (5.3) ( 
2qNsub siwhere Vth0 is the threshold voltage at zero VSB, ˜ =  Cox  denotes body effect coef-

fcient and VSB is the source to body voltage. 

5.2.2.2 Channel-Length Modulation 
In the saturation region of MOSFET after occurrence of pinch-off, if the poten-
tial difference between the drain and the source increases, the channel gradually 
decreases. In other words, the channel length is the function of the drain to the 
source voltage. Due to the channel length modulation, the drain current can be writ-
ten as follows: 

1 ˙ W ˇ 2ID = µnCox (VGS − Vt ) (1+ �VDS ) (5.4) 
2 ˆ L ˘ 

where λ is the channel-length modulation coeffcient. 

5.2.2.3 Subthreshold Conduction 
In general, it is assumed that MOSFET turns OFF as VGS drops below Vth. However, 
in reality, MOSFET exhibits weak inversion where the drain current still exists and 
some current fows from drain to source. The drain current in this region can be 
written as 

VGS 

ID = Ioexp °VT (5.5) 

where ζ > 1 is a non-ideality factor and VT = kT/q. 

5.2.3 MOS SMALL SIGNAL MODEL 

Small signal model of MOSFET is useful in deriving mathematical results with 
simplifed calculation. Figure 5.5 shows the small signal model of MOSFET. As 
MOSFET has an insulated gate, the gate-to-source impedance is very high. It can be 
observed that the small signal impedance between the gate and source is modeled 
as open circuit. As the drain current is a function of the gate-to-source voltage, a 
voltage-dependent current source (gmVGS) is incorporated in small signal model. In 
order to cover channel length modulation effect, a linear resistor is added between 
the source and the drain. 
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FIGURE 5.5 Small signal model of MOSFET. 

The resistance ro is given by 

˝VDS ro = 
˝ID 

1 = ˝ID 
˝VDS (5.6) 

1 = 
1 Wµ C (V − V )2 .ˇ2 n ox L GS t 

1˘ 
ˇID 

With all terminals at constant voltage, drain current is a function of the body volt-
age. This effect is modeled as voltage-dependent current source (gmbVGS) connected 
between the drain and the source. 

5.3 SINGLE-STAGE AMPLIFIER 

This section discusses the low frequency behavior of single-stage CMOS amplifers 
[1]. In each case, we start with small signal model and derive the gain of single-stage 
amplifers. 

5.3.1 COMMON SOURCE 

Common source stage is designed by using NMOS FET with a resistive load, as 
shown in Figure 5.6(a). Vin is the input provided to gate terminal of NMOS, and 
Vout is the output of the amplifer collected from drain of NMOS. The small signal 

FIGURE 5.6 MOSFET-based (a) common source amplifer and (b) its small signal model. 
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equivalent of this single-stage circuit is shown in Figure 5.6(b). If the input volt-
age is below Vth, the NMOS transistor switches OFF and the output is VDD. As 
input voltage increases than Vth, the NMOS transistor switches ON. With a further 
increase in input voltage, output decreases and the transistor enters into the satura-
tion region. In the saturation region of a transistor, the common source stage works 
as an amplifer. From the small signal equivalent, the gain of the common source 
stage is derived as follows: 

V = − ( m 1 RDout g V  ) 

V1 = Vin 

From the above both equations, we have 

Vout = − (gm iV Rn ) D 

Vout (5.7) 
= −g Rm D

Vin 

The negative sign in equation (5.7) indicates the 180° phase shift of the amplifer. 

5.3.2 COMMON GATE 

In common-gate stage, the input signal is applied to the source of the NMOS and 
the output is collected from the drain of the NMOS, as shown in Figure 5.7(a). 
The gate terminal is connected to the dc voltage to establish the proper bias-
ing required. The small signal equivalent of the common gate stage is shown 
in Figure 5.7(b). The gain of common stage is derived as follows: From signal 
equivalent, we have 

Vout Vout − Ving Vmb bs + m 1 (5.8) − = + g V
RD ro 

Since 

Vbs = V V1,˜ 1 = −Vin (5.9) 

FIGURE 5.7 MOSFET-based (a) common-gate amplifer and (b) its small signal model. 



  

  

  

  

  

 

  

 

153 Analog Circuit Design 

From equations (5.8) and (5.9), we have 

Vout Vout − Vin− = −g V  + − g Vmb bs m in 
RD ro 

ˆ 1 � ˆ 1 1 � 
gm + + gmb Vin = + Vout (5.10) 

ˇ̆ ro �� ˇ̆ RD rO �� 

V (gm + gmb  +1) RDout = 
Vin RD + ro 

5.3.3 SOURCE FOLLOWER 

Source follower stage is also called the common drain stage. Generally, the com-
mon drain stage is used as buffer and its gain is approximately equal to unity. 
Figure 5.8(a) shows the common drain stage, where the input is applied to the gate 
terminal of NMOS and the output is collected from the source terminal of NMOS. 
The small signal equivalent of the common drain stage is shown in Figure 5.8(b). 
The gain of the common drain stage is derived as follows: 

From small signal equivalent, we have 

Vout 
m 1 mb bs = g V + g V  (5.11) 

Rs 

V V V  = 0− −  (5.12) in 1 out 

Substitute V1 from equation (5.12) in equation (5.11) 

Vout 
m  in out mb out = g V( − V )− g V 

RS 

ˆ 1 �
Vout + gm + gmb  = g Vm in (5.13) 

ˇ̆ RS �� 

V g Rout m s= 
V 1+ R g  + gin s ( m mb ) 

The obtained gain from equation (5.13) is approximately equal to the unity, and 
hence the source follower is used as the buffer design. 

FIGURE 5.8 MOSFET-based (a) common drain amplifer and (b) its small signal model. 
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5.4 CURRENT MIRRORS 

This section introduces the concept of current mirror and its application in analog 
circuit design. Further, the different current mirror circuits are also analyzed. 

5.4.1 INTRODUCTION 

The current source plays a vital role in analog design. Current sources in combination 
with current mirrors can perform useful functions in analog design [2]. Let us consider 
a MOSFET circuit shown in Figure 5.9 that can act as a current source. Assuming the 
NMOS transistor is in saturation, we can write the drain current as below: 

1 ˛ W ˙ ˛ R2 ˙ 2 

I = µ C V − V (5.14) out n ox � DD  TH �2 ˝ L ˆ ˝ R1 + R2 ˆ 

It can be observed that the output current depends on supply, process, and tempera-
ture. The overdrive voltage depends on both the supply voltage and Vth. Threshold 
voltage varies from wafer to wafer, µn and Vth also exhibit temperature dependencies. 
When overdrive voltage becomes low, the current density becomes higher. These 
variations still exist even if there is no change in gate-to-source voltage. For this 
reason, we must need another method for biasing of metal oxide semiconductors 
(MOS) as current source. 

The design of current sources in analog circuits follows a method of copying, 
assuming that precise reference current source is available. A relatively complex 
circuit is used to generate a stable reference current (IREF), which is then copied to 
many current sources in the system. Let us consider a copying circuit, as shown 
in Figure 5.10 and analyze how current can be copied from a reference. For a 
MOSFET, 

If ˜ID = f ˜(VGS ), 
˜˜ (5.15) 

then˜VGS = f 1(ID ) 

This implies that if this gate-to-source voltage is applied to the targeted transis-
tor, Iout = IREF. From the other sense, the two identical MOS transistors oper-
ate in the saturation region with equal gate-to-source voltages possessing equal 
currents. 

FIGURE 5.9 Current source by using resistive divider. 
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FIGURE 5.10 Concept of copying current. 

5.4.2 BASIC CURRENT MIRROR 

The structure of current mirror consisting of M1 and M2 transistors is shown in Figure 
5.11. In general, the devices are never identical. Neglecting channel length modula-
tion, we can write drain currents as 

1 ˙ W ˇ 2I = µ C (V − V ) (5.16) REF n ox GSM1 TH
2 ˆ L ˘ M1 

1 ˙ W ˇ 2I = µ C (V − V ) (5.17) REF n ox GSM 2 TH
2 ˆ L ˘ M 2 

From equations (5.16) and (5.17), we have 

w
L( )M 2Iout = IREF (5.18) 
w
L( )M1 

FIGURE 5.11 Simple CMOS current mirror. 
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From equation (5.18), it is shown that the circuit allows copying of current with no 
dependence on the process and temperature. In other words, the magnitudes of Iout 

and IREF will be equal if the size of the devices used is identical. 
So far, the analysis of the current mirror is performed by neglecting the channel 

length modulation. Neglecting this effect leads to signifcant error in copying cur-
rents, especially with lower channel length MOSFETs. For current mirror shown in 
Figure 5.11, the drain current can be written as 

1 ˙ W ˇ 2IREF = µnCox (VGSM1 − VTH ) (1+ �VDSM1 ) (5.19) 
2 ˆ L ˘ M1 

1 ˙ W ˇ 2IREF = µnCox (VGSM  2 − VTH ) (1+ �VDSM 2 ) (5.20) 
2 ˆ L ˘ M 2 

From the above equations 

W( )  1+ ˙VIout L ( DSM 2 )= M 2 (5.21) 
WIREF ( )  (1+ ˙VDSM1 )L M1 

when VDSM1 = VGSM1 = VGSM2, VDS2 shall not equal to VGSM2 because the M2 transistor 
is integrated with another circuitry. 

5.4.3 CASCODE CURRENT MIRROR 

In order to suppress the channel length modulation effect, a cascode current mirror 
is used, as shown in Figure 5.12. Cascode current mirror consists of three transis-
tors: M1, M2, and M3. The transistor M3 shields the bottom transistor from variations 
at P. From Figure 5.12, if Vb is chosen such that VY = VX, then Iout closely tracks IREF. 

FIGURE 5.12 Cascade current mirror. 
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5.5 DIFFERENTIAL AMPLIFIERS 

Differential operation has become the most dominant choice due to several useful 
properties. The differential amplifer is the most important circuit for analog and 
mixed signal applications following this principle. 

5.5.1 SINGLE-ENDED AND DIFFERENTIAL OPERATION 

A single-ended signal is measured from a fxed point with respect to the ground. A 
differential signal is defned as the output measured from two equal and opposite 
fxed-point voltages. These two nodes must exhibit identical impedance; both single 
and differential signaling concepts are shown in Figure 5.13. 

Signifcance and application of differential signaling: 

• The advantage of differential operation over single-ended signal is that it is 
highly robust toward the environmental noise. 

• Due to the capacitive coupling between the two adjacent lines, wherein one 
high-speed clock line disturbs the single-ended signal. If we distribute the 
signal and place the clock signal in the middle of two signals, the clock 
signal disturbs the two signals in equal amount. 

• The differential signaling rejects the noise that occurs due to supply 
voltage. 

• Differential signaling provides higher signal swings and higher 
linearity. 

5.5.2 BASIC DIFFERENTIAL PAIR 

Basic differential pair is designed using two single-ended signal paths, as shown in 
Figure 5.14. This differential circuit offers high rejection to supply noise and higher 
outputs. To avoid common mode disturbance, a current source (ISS) is used. When 
Vin1 = Vin2, the bias current of each transistor is equal to ISS /2. 

5.5.2.1 Input–Output Characteristics 
If Vin1 is more negative than Vin2, M1 switches off, M2 switches ON, and the current 
(ISS) fows through M2. Due to this, the output Vout1 = VDD and Vout2 = VDD-RDISS. 
When Vin1 is closer to Vin2, the output Vout1 reduces. When Vin1 = Vin2, the output 
Vout1 = Vout2 = VDD-RDISS/2. As Vin1 becomes more positive, M2 switches OFF, Vout2 = 
VDD. Figure 5.15 shows the input–output characteristics of basic differential pair. It 
can be observed that as the difference between the inputs increases, the differential 
output is saturated between the two values. 

FIGURE 5.13 Single-ended and differential measurement. 
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FIGURE 5.14 Basic differential pair. 

5.5.3 DIFFERENTIAL PAIR WITH MOS LOAD 

The load of a differential pair can be implemented using diode connected or current-
source loads. Figure 5.16(a) shows the diode-connected load-based differential pair 
design, wherein the PMOS transistors are used as diode connected loads. Similarly, 
Figure 5.16(b) shows the current-source load-based differential pair design, wherein 
the PMOS transistors are used as current source loads. 

The gain of diode connected differential pair is expressed as 

Av = gmN  (gmP  
−1 
 rON  rOP ) 

(5.22) 
= gmN 

gmP 

where gmN and gmP denote the transconductance of NMOS and PMOS, respectively. 
Substituting gmN and gmP in terms of device dimensions, we have 

Wµ ( )NAv = n L (5.23) 
µ W 

p ( )L P 

The gain of current source load-based differential pair is expressed as 

Av = −gmN  (rON   rOP ) (5.24) 

FIGURE 5.15 DC characteristics of differential pair. 
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FIGURE 5.16 Differential pair with (a) diode connected load and (b) current source load. 

5.6 OPERATIONAL AMPLIFIER 

Operational amplifers (op-amp) are the important subsystems of analog integrated 
circuits [1]. As their name signifes, op-amp is used to implement different functions 
ranging from dc bias generation to analog-to-digital converter. This section begins 
with the fundamentals of op-amp and two-stage design of op-amp. Further, this sec-
tion also introduces the comparator design. 

5.6.1 FUNDAMENTALS AND GENERAL OP-AMP METRICS 

Op-amp is a high gain amplifer that is used in variety of applications. Op-amp pri-
marily consists of two inputs, inverting (Vinv) and non-inverting input (Vnon), and an 
output terminal. The symbol of op-amp is shown in Figure 5.17. When Vnon is greater 
than Vinv, op-amp produces highest positive voltage as an output. Otherwise, it pro-
duces lowest voltage as output. 

Gain: The ideal open-loop gain of the op-amp is infnity and practically it 
should be very high. While maintaining a high open-loop gain, the op-amp 
bandwidth and voltage swings of the output also need to be taken care of 
for proper circuit design. 

Bandwidth: Working of the op-amp in wide range of frequencies rang-
ing from tens of Hz to MHz is required to utilize op-amp in different 
applications. 

Offset: It is defned as the voltage correction required by an op-amp to force 
its output to zero. In op-amp design, several devices contribute to offset 
generation and the op-amp should have a lower offset voltage. 

FIGURE 5.17 Block diagram of op-amp. 
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FIGURE 5.18 Block diagram of two-stage confguration of op-amp. 

Supply Rejection: Op-amps are sometimes connected to noisy supply voltage. 
The proper performance of op-amp is required under the infuence of noise 
sources, especially at high frequencies. To obtain this op-amp, always use 
a differential topology. 

5.6.2 TWO-STAGE OP-AMP 

In order to avoid the problems raised by a single-ended op-amp design, two-stage 
op-amp design is introduced. Figure 5.18 shows the block diagram of two-stage con-
fguration of op-amp where frst stage provides high gain and second stage provides 
high swing. 

Figure 5.19 shows the simple implementation of two-stage op-amp; each stage can 
incorporate various amplifer stages, the second stage especially designed as com-
mon-source stage to allow maximum output swing. The gain of individual stages is 
defned as 

Av1 =˜gm1,2 (ro1,2  ro3,4 ) (5.25) 

Av2 =˜gm5,6 (ro5,6  ro7,8 ) (5.26) 

The overall gain can be expressed as 

Av =˜gm5,6  (ro5,6  ro7,8  ) × gm1,2 (ro1,2  ro3,4 ) (5.27) 

FIGURE 5.19 MOSFET based two-stage confguration of op-amp. 
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5.7 DIGITAL-TO-ANALOG AND ANALOG-TO-DIGITAL 
CONVERTERS 

This section introduces the concept of both analog-to-digital (ADC) converters and 
digital-to-analog converters (DAC) [3]. Moreover, the different types of converters 
have also been explained. 

5.7.1 INTRODUCTION 

5.7.1.1 DAC: Digital-to-Analog Converter 
A DAC takes an n-bit input and produces analog output that is proportional to digital 
bit sequence. The analog output with digital bits can be expressed as 

−1 −2 −nVout = VFSR (b12 + b2 2 +············+bn 2 ) (5.28) 

where VFSR is the full-scale range voltage, depending on the input pattern, and Vout 

can have 2n different values ranging from 0 to VFSR. 

5.7.1.2 ADC: Analog to Digital Converter 
An ADC shows the inverse operation to a DAC; it takes an analog input and pro-
duces digital output corresponding to analog voltage. The analog input with digital 
output bits can be expressed as 

−1 −2 −nVin = VFSR (b12 + b2 2 +············+bn 2 ) (5.29) 

5.7.2 TYPES OF DIGITAL-TO-ANALOG CONVERTERS 

Wide varieties of architectures of digital-to-analog converters (DAC) are available. 
In this section, we will explain the most common architectures of DAC. 

5.7.2.1 Weighted Resistor DAC 
An n-bit DAC requires n switches, n binary-weighted variables, n-bit summer, and 
a reference. Figure 5.20 shows the architecture of a weighted resistor n-bit DAC. It 
uses an op-amp design to sum binary-weighted currents derived from reference volt-
age via scaling resistors ranging from 2R to 2nR. The current ik (k = 0….n) appears 
on the resistor branch depending on whether the switch is closed or not. The output 
voltage (Vo) is expressed as 

˙ −Rf ˘ −1 −2 −nVO = ˆ̌ �� VREF (b12 + b2 2 +············+bn 2 ) (5.30) 
R 

This simple architecture of a DAC has drawbacks: nonzero resistance of switches 
and the exponential rise in resistance. The effect of switch resistance disturbs the 
binary-weighted relation. Moreover, the large resistance in the least signifcant 
position makes unrealistic. For example, an 8-bit DAC requires resistances ranging 
from 2R to 256R. 
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FIGURE 5.20 Weighted resistor DAC. 

5.7.2.2 Weighted Capacitor DAC 
MOS-based integrated circuits and microprocessor require on-chip data converter 
that uses only MOSFETs and capacitors. The DAC architecture based on weighted 
capacitor is shown in Figure 5.21. This architecture mainly consists of an array of 
capacitances, and the operation of weighted capacitance DAC alternates between 
two cycles called reset and sample cycles. During the reset, all the switches shown 
in architecture are connected to ground, which completely discharges the capaci-
tors. During the sample cycle, SW0 is opened and all the remaining switches are 
either connected to the ground or connected to reference voltage (VREF), depend-
ing on whether the digital bit is 0 or 1. The result is the redistribution of charge on 
capacitor and the corresponding output voltage is obtained. The output of the DAC 
is defned as 

C C+ +···········+b n−1 ) (5.31) VO = VREF b1C b2( 2 n 2 

FIGURE 5.21 Weighted capacitor DAC. 
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As the ratio of the capacitance can be easily controlled to 0.1% accuracies, the 
weighted capacitor DAC can be designed up to n ≤ 10. The main drawback of this 
DAC is exponentially increasing capacitance values. 

5.7.3 TYPES OF ANALOG-TO-DIGITAL CONVERTERS 

This section introduces popular analog-to-digital converters (ADC) that are fash, 
and successive approximation converters [3]. The principle of operation for ADCs is 
explained with architectures. 

5.7.3.1 Flash Converters 
The fash converter consists of a resistor string to create 2n−1 reference levels and 
high-speed latched comparators to simultaneously compare Vin against each level, 
as shown in Figure 5.22. To handle analog signals, two resistors, 1.5R and 0.5R, 
are required. The comparators whose reference value is below Vin will produce the 
output as logic 1, and the remaining ones as logic 0. The resultant code is referred 
as the thermometer code and is converted to the desired output code using a prior-
ity encoder. Input sampling and latching takes place in the frst phase of the clock 

FIGURE 5.22 Flash converter. 
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period and decoding occurs during the second phase of the clock period. As entire 
conversion takes only one clock cycle, this ADC is the fastest one. Flash ADC is 
used for high-speed applications such as video processing and radar communica-
tions wherein the conversion rates are higher [3, 4]. 

The high-speed advantage of fash ADC is the limited utility of 2n − 1 com-
parators. For example, an 8-bit converter requires 255 comparators. The exponen-
tial increase in the area and power consumption make fash converter impractical 
for n > 10. 

5.7.3.2 Successive-Approximation ADC (SA ADC) 
Successive-approximation converter ADCs are highly suitable for low power appli-
cations. Due to their scalability, they are highly suitable for low channel lengths. 
Figure 5.23 shows the basic block diagram of SA ADC that mainly consists of sam-
ple and hold circuit, DAC converter, comparator, and SA logic. The N-bit SA ADC 
digitalization process needs N clock cycles and is expressed as 

Latency/conversion time = N.Ts. 
If data rate is Fs, internal circuit operates at N × Fs. Internal circuit should operate 

at very high speed, so the design of DAC and comparator ultimately decide the speed 
of the SAR ADC. 

Sample and hold circuit: It is a passive circuit that samples the input data at a 
clock rate. A sample and hold (S&H) circuit needs to be designed properly because 
any error occurring in the S&H circuit cannot be recovered further. 

DAC and comparator design: A DAC is used to convert the digital output to 
analog signal to compare it with the analog input of SA ADC. A DAC can be of two 
types: resistive and capacitive. To compare these analog inputs and the calibrated 
analog signal, a comparator design is used. 

SA algorithm: The algorithm of SA is shown in Figure 5.24. The samples of Vin 

are compared with VD/A; then the output of compared is either 1 or 0. If the output 
is 0, the output of VD/A is subtracted by using Vref/2i+1. Otherwise, the output of VD/A 

is added by using Vref/2i+1and comparison takes place. After this, again comparison 
takes place depending on the output of the DAC. 

Working: The working of an SA ADC is divided into two phases: sampling 
and conversion phases. During the sampling phase, the input Vin will be sampled 

FIGURE 5.23 Basic block diagram of successive approximation ADC. 
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FIGURE 5.24 Successive approximation algorithm fow chart. 

through switches S&H circuit. This sampled input will be compared by the compara-
tor design. During the conversion phase, by using SAR algorithm and DAC, the SA 
produces the digital output related to the analog voltage. 

5.8 SUMMARY 

This chapter can be summarized as follows: 

• In this chapter, we discussed the signifcance of analog circuit design. 
First, the MOSFET device characteristics and second-order effects were 
discussed. 

• The single-stage amplifers like common source, common gate, and com-
mon drain were designed and the gain of each stage was derived. 

• Further, the current mirror circuits were introduced. The functioning and 
characteristics of current mirrors were discussed. 
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• Later, this chapter dealt with the MOS-based differential amplifer and op-
amp designs. The two-stage op-amp was designed and the gain of the two-
stage op-amp was calculated. 

• Finally, the concepts of data converters such as DAC and ADC converters 
were introduced. Several important converter designs with different archi-
tectures were also discussed. 

5.9 MULTIPLE-CHOICE QUESTIONS 

1. With an increase in source-to-body voltage, the threshold voltage of 
MOSFET 
a. Increases 
b. Decreases 
c. Remains same 
d. None 

2. Which of the following is useful in successive approximation analog to 
digital converter? 
a. DAC 
b. Sample and hold circuit 
c. Comparator 
d. All of the above 

3. Gain of MOS-based common source amplifer is 
a. −gmRD 

b. gm
2RD 

c. gmRD
2 

d. None 

4. The open-loop gain of the op-amp should be 
a. Very high 
b. Very low 
c. Medium 
d. None 

5. Differential signaling results in 
a. High gain 
b. Low noise effect 
c. Low voltage operation 
d. None 

6. Op-amp can be readily used as 
a. Comparator 
b. Oscillator 
c. Current mirror 
d. None 
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7. The drawback of the weighted resistor DAC is 
a. Large resistance 
b. Large offset 
c. Nonlinearity 
d. Both a and c 

8. The drawback of a Flash ADC is 
a. Increased comparators 
b. Low speed 
c. High power consumption 
d. None 

9. The advantage of Flash ADC is 
a. Increased comparators 
b. High speed 
c. High power consumption 
d. None 

10. The drawback of SA ADC is 

a. High conversion time 
b. High power consumption 
c. High nonlinearly 
d. None 

5.10 SHORT ANSWER QUESTIONS 

1. Why analog circuits are important? 
2. What are the MOSFET second-order effects? 
3. What are the regions of operations of MOSFET? 
4. Draw the small signal equivalent of MOSFET. 
5. What is body effect? 
6. What is channel length modulation? 
7. What is current mirror? 
8. What is the concept of differential signaling? 
9. What is the concept of analog-to-digital converter? 

10. For an n-bit fash converter, what is the number of comparators required? 

5.11 LONG ANSWER QUESTIONS 

1. Explain the MOSFET-based common source amplifer. Derive the gain. 
2. Explain the MOSFET-based common gate amplifer. Derive the gain. 
3. Explain the concept of differential pair. Derive its gain. 
4. Explain two-stage op-amp. Derive the gain of MOSFET-based op-amp. 
5. Explain the weighted resistor DAC and the weighted capacitor DAC. 
6. Explain in detail the successive approximation ADC. 
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Digital Design Through 6 
Verilog HDL 

6.1 INTRODUCTION 

This section explains the signifcance and history of Verilog Hardware Description 
Language (HDL). First, we start with the defnition of Verilog HDL and later explain 
the background and basic concepts of Verilog. 

6.1.1 WHAT IS VERILOG HDL? 

Verilog HDL is a hardware description language that is utilized in designing of digi-
tal systems. The designing may occur at different levels starting from the switch to 
the top behavioral level. The digital system can be a simple digital gate or a micro-
processor design. The programs written in Verilog can be simulated by using several 
Verilog simulators. These codes are targeted to feld programmable gate arrays to 
implement and test the designs. Due to easy simulation and implementation tools 
available, the Verilog is signifcantly used both in industry and academia. 

6.1.2 BACKGROUND 

In 1983, Gateway Design Automation developed the Verilog HDL as a hardware 
modeling language for its own simulator. Due to its high popularity and usage, this 
language later achieved wide attention. In 1995, this Verilog language became stan-
dardized according to the Institute of Electrical and Electronics Engineers (IEEE). 
The complete standard of Verilog HDL is described and the standard is called IEEE 
Standard 1364-1995 [1]. 

6.1.3 COMPILER DIRECTIVES 

A compiler directive provides certain information that remains through the compi-
lation process until other compiler directives are specifed. The syntax of compiler 
directives starts with a backquote ( )̀ character. The main different compiler direc-
tives in Verilog are listed here: 

`defne, `undef 
`timescale 
`resetall 
`include 
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`defne, `undef 
The `defne directive is similar to the #defne in C programming. This directive 
defnes a macro and is used to substitute text at different places of the program-
ming. In contrast to this, the `undef directive removes the effect of defned macro. 
The syntax and the usage of macro is shown below: 

`defne array_size 40 
…………… 
reg [array_size-1:0] y;
       ……………. 
`undef array_size 

`timescale 
In Verilog HDL, all the delays mentioned need a time unit, and this time unit is 
mentioned using `timescale compiler directive. This directive is used to specify 
the unit of time and precision. The syntax of this directive is as follows: 

`timescale time_unit/time_precision 

Example: 

`timescale 1 ns/100 ps 

This indicates the time unit of 1 ns with the precision of 100 ps 

`resetall 

This compiler directive resets all reaming directives to their default values. The 
syntax is as follows: 

`resetall 

`include 
This compiler directive is used to include the content of other fles by using their 
name or the path of the fle. The syntax is as follows: 

`include “add/work/copy/fulladder.v 

Upon execution, this comment replaces the contents of the fle fulladder.v. 

6.1.4 DATA TYPES 

We mainly have two data types, namely net type and variable type [1], the details 
are as follows: 

Net type: This represents a wire connection between the gates and its value 
depends on the driver of this net. If no gate is connected to the net, its output 
results in high impedance state. 
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Variable type: Variable type is used to store the values like register. This vari-
able can be used inside always or initial. The default value of variable is 
don’t care (X). 

6.1.5 OPERATORS 

There are several different operators available in Verilog as listed below: 

Arithmetic operator 
Equality operators 
Relational operators 
Logical operators 
Bitwise operators 
Conditional operators 
Concatenation operators 

6.1.5.1 Arithmetic Operator 
The different arithmetic operators are listed below: 

• +(addition) 
• -(Subtraction) 
• *(Multiplication) 
• /(divide) 
• %(modulus) 
• **(power) 

6.1.5.2 Equality Operators 
Different equality operators are listed here: 

• ==(logical equality) 
• !=(logical inequality) 
• ===(case equality) 
• !==(case inequality) 

If the operands are logically equal, then the comparison results in 0, otherwise 1. In 
the case of comparisons, x and z are treated as values and compared like numbers. In 
normal comparison, if x and z are present, then the values returned is x or z. 

6.1.5.3 Relational Operators 
Several relational operators used in Verilog are listed below: 

• ≫ (greater than) 
• < (less than) 
• >= (greater than or equal to) 
• <= (less than or equal to) 

The relational operator results in 0 if the comparison becomes false, else 1. In case 
the operands have x and z, then the result is x. 
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6.1.5.4 Logical Operators 
The logical operators of Verilog are summarized below: 

• && (logical and) 
• || (logical or) 
• ! (unary logical negation) 

Example: 

a=1’b0, b=1’b1 
Then: a&&b is 0 

a||b is 1 
If the operands are vectors, the nonzero numbers are considered to be 1. For 

example, consider two vector operands a= 4’b0010, b=4’b0100 
a&&b is 0 (false) 
a||b is 1 (true) 

6.1.5.5 Bitwise Operators 
The different bitwise operators are listed below: 

• ∼ (unary negation) 
• & (binary and) 
• | (binary or) 
• ^ (binary xor) 
• ∼^ (binary xnor) 

Example: 

Consider a= 4‘b0111, b=4’b0101 
then a&b is 0101
      a|b is 0111 

If the operands are unsigned with different sizes, then the small size operand is zero-
flled on the most signifcant bit side. If the operands are signed, the small operand 
is sign-extended before the operation is performed. 

6.1.5.6 Conditional Operator 
The syntax of the conditional operator is presented below: 

Condition? expression1: expression2 

If the condition in the above syntax is true, then expression1 will be executed. 
Otherwise, expresseion2 will be executed. If the condition results in x or z, then the 
result is a bitwise operation on expression1 and expression2. 
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Example: 

Y= a==b? a+b: a-b; 

If a and b are equal, then a and b will be added. Otherwise, these will be subtracted. 

6.1.5.7 Concatenation Operator 
Concatenation operates on individual bits and combines them as a string. It is 
expressed as: 

{expression1, expression2, ….expressionN} 

Example: 

Consider a= 4‘b0111, b=4’b0101 
then y={a, b}; result will be 01110101 

6.2 MODULE AND TEST BENCH DEFINITIONS 

Verilog consists of a module and a test bench. A module is used to describe the 
design and a test bench is used to provide the stimulus to test the design described in 
the module [1]. The module is instantiated in the test bench to show which test bench 
is associated with a particular module. The detailed syntax and signifcance of both 
the module and the test bench designs are described in the following subsections. 

6.2.1 MODULE 

A module block starts with the keyword ‘module’ and ends with the keyword ‘end-
module’. In the module defnition, all the input and output terminals of modules 
are declared. The body of the module consists of a design description that will be 
completely written in Verilog. The syntax of the module defnition is shown below: 

module module_name (Output1, Output2, …….Outputn, input1, input2, 
….inputn); 

output variable_1; 
input variable_1, variable_2,…………….variable_n; 
begin 

statement_1; 

statement_2; 
…………… 
……………. 
Statement_n; 

end 
endmodule 
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Important instructions for scripting Verilog module: 

• Each module is identifed by the unique module name, and two modules 
should never have the same name. 

• The module consists of all input and output declaration with keywords 
‘input’ and ‘output’, respectively. 

• Each statement inside the module ends with a semicolon (;). 
• The body of the module or the design description starts within the begin 

and end statements. 
• The module cannot be nested, that is, one module cannot consist of another 

module inside it. 
• The module ends with the keyword endmodule. 

Example: 

Write a module for full adder design. 

Module fulladder1 (Sout, Cout, a, b, cin); 
Output Sout, Cout; 
Input a, b, cin; 
begin 

fulladder design description 
end 
endmodule 

From the above example, it can be observed that the module name is fulladder1. This 
module has three inputs, namely a, b, cin and two outputs, namey Sout and Cout. 
Both the outputs Sout and Cout are declared by using the output keyword. The inputs 
a, b, and cin are declared by using the input keyword. The design description can be 
written between begin and end statements that depend on the modeling style and will 
be explained in the coming sections. Finally, the module ends with the endmodule 
keyword. 

6.2.2 TEST BENCH 

A test bench contains a Verilog program that is used to generate test patterns that 
are used to test the main module. Test bench not only generates the test patterns but 
also applies those to design. From this, the module performance can be analyzed and 
tested. The syntax of the test bench is as follows: 

module test_bench; 
reg variable_1, variable_2, …….variable_n; 
wire variable_1, variable_2, …….variable_n; 
instantiation of module; 
test patterns; 
endmodule 



 

 
 

 

 

 

 

 
 

 
 

 

 

175 Digital Design Through Verilog HDL 

Important instructions for scripting Verilog test bench: 

• The test bench doesn’t consist of any inputs or outputs as in the module 
design. 

• Each statement inside the test bench ends with the semicolon (;). 
• The test bench also starts with the keyword ‘module’ and ends with the 

keyword ‘endmodule’. 
• The number of register variables and wires declared in the test bench 

depends on the number of inputs and outputs of the module. 
• The test patterns generated here automatically apply to the module which 

instantiated inside the test bench. 
• There are different methods available to generate the test patterns that will 

be explained in the upcoming sections. 

Example: 

Write a test bench for full adder design. 

module fulladder_test; 
reg in1, in2, in3; 
wire out1, out2; 
fulladder1 g1 (out1, out2, in1, in2, in3); 
initial 
begin 
in1=0; 
in2=0; 
in3=0; 
#50 in1=0; 
#50 in2=1; 
#50 in3=0; 
end 
endmodule 

From the above example, it can be observed that the test bench name is fullad-
der_test. It consists of three register variables and two wires and contains the 
instantiation of full adder module. This module instantiation starts with module 
name, followed by label name (g1) and list of registers and wires. All the test pat-
terns are written inside the initial block (as explained in next sections). The #50 
represents the delay of 50 units, and after that delay the value of inputs changed. 
Thus, different test patterns are generated and the test bench ends with the key-
word ‘endmodule’. 

6.3 GATE-LEVEL MODELING 

This section describes the gate-level modeling of Verilog and related con-
cepts. Finally, an example program is introduced that utilizes the gate-level 
modeling [2]. 
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6.3.1 BUILT-IN PRIMITIVES 

There are different built-in primitives available in Verilog and are listed below: 

Single and multiple input gates: 
Those are not, and, nand, or, nor, xor, xnor 
Tristate gates: 
Those are buff0, buff1, notif0, notif1 
MOS switches: 
Those are cmos, nmos, pmos 
Bidirectional switches: 
Those are tran, tranif0, tranif1 

6.3.2 SINGLE AND MULTIPLE INPUT GATES 

The available single and multi-input gates in Verilog are listed below in Table 6.1. 
These built-in logic gate primitives will have only one output and multiple inputs and 
their syntax for declaration is shown below: 

multiple-input gate keyword instance_name (output, Input1, Input2,
 ……………Inputn); 

Here the instance_name is used to uniquely identify the gate declared. The frst ter-
minal always signifes the output and remaining are inputs. 

Example: 

Declare the two-input NAND gate in Verilog, as shown in Figure 6.1. 

Here, to declare NAND gate, we have used nand, a keyword with an instance name 
g1. The frst terminal declared as output Q is followed by the 2-inputs A and B. The 
syntax will be as follows: 

nand g1(Q, A, B) 

TABLE 6.1 
List of Built-in Gates and Signifcance 

S.No Keyword Signifcance 
1 not Signifes inverter 

2 and Signifes and gate 

3 nand Signifes nand gate 

4 Or Signifes or gate 

5 nor Signifes nor gate 

6 xor Signifes xor gate 

7 xnor Signifes xnor gate 
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FIGURE 6.1 Symbol of two-input NAND gate. 

6.3.3 TRISTATE GATES 

Tristate gate operates in three different states namely state 0, state 1, and high imped-
ance state (z). Verilog can defne tristate gates with the following keywords: 

i. buff0 
ii. buff1 

iii. notif0 
iv. notif1 

These gates operate with three different states. These gates have one output termi-
nal, one input, and a control input. The output of the gate depends on both input and 
control input. The general syntax of the tristate gate is provided below: 

tristate_gate instance_name (Output, input, control_input); 

The output terminal is declared frst, input and control_input follow the output. 
Figure 6.2 shows the logic diagrams of different tristate gates, and depending on the 

FIGURE 6.2 Logic diagrams of tristate gates. 
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control input, the output can be driven either to input or to the high impedance state 
(z). For example, the buff1 gate output is z if the control input is 0, else input data 
is transferred to the output. For notif0 tristate gate, the output is z when the control 
input is 1, else the output is the inversion of input data. 

Example: 

Declare notif1 

notif1 g1(out, in, control); 

Here, the output of notif1 is inversion of input data if control input is 0, else the 
output is z. 

6.3.4 MOS SWITCHES 

Different MOS switches are available in Verilog, as described below. These gates are 
of unidirectional type and the data fow can be controlled by using the control input. 

i. cmos 
ii. pmos 

iii. nmos 

These gates have one input, output, and a control input. The syntax of a MOS switch 
is shown below: 

gate_type instance_name (output, input, control_input); 

The frst terminal is output and the next is input and fnally the control_input is 
declared at the end. Figure 6.3 shows the symbols of pmos and nmos switches with 

FIGURE 6.3 (a) NMOS, (b) PMOS switches with truth tables. 
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FIGURE 6.4 (a) CMOS switch and its (b) Truth table. 

their truth tables. If control input is 0, nmos shows high impeadence (z) at the output, 
else the input data is passed to the output. Whereas with pmos switch, if control input 
is 0, the input data is passed to the output, else pmos shows high impeadence (z) at 
the output. Similarly, the cmos switches have one data input, one data output and 
control input. Figure 6.4 shows the symbol of the cmos switch, and the syntax of the 
cmos switch is shown below: 

cmos instance_name (output, input, n_control, p_control); 

6.3.5 GATE DELAYS 

Gate delay is the propagation delay from the input to the output of any gate. This can 
be specifed with the gate instantiation, and the syntax gate instantiation with gate 
delay is shown below: 

gate_type gate_delay instance_name (terminal list); 

If the gate delay is not mentioned, it means the propagation delay of the gate is zero. 
The gate delay consists of three values rise delay, fall delay, and turn_off delay. All 
the time delay units are specifed by using `timescale directive in Verilog HDL. Let 
us discuss some examples of gate delays. 

nor #7 (y, a, b); 
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FIGURE 6.5 Gate-level full adder design. 

This gate specifes all delays as 7, that is, rise delay and fall delay as 7. Turn_off delay 
is not applicable to nor gate since the output never goes into high impedance state. 

nand #(8, 10) (y, a, b); 

In this gate instantiation, the rise delay is specifed as 8 and fall delay is specifed as 10. 

buff1 #(5, 9, 10) (y, a, b); 

In the above tristate gate instantiation, rise delay is 5, fall delay is 8, and turn_off 
delay is 6. 

6.3.6 EXAMPLE 

Consider a gate-level design of full adder, as shown in Figure 6.5. Gates and intimi-
dated signals are named, as shown in Figure 6.5. 

A Verilog program of full adder is written by instantiating all the gates in the 
design, as shown below: 

module fulladder1 (S, Cout, A, B, Cin); 
output S, Cout; 
input A, B, Cin; 
wire t1, t2, t3; 
xor g1 (t1, A, B); 
xor g2 (S, Cin, t1); 
and g3 (t2, t1, Cin); 
and g4 (t3, A, B); 
or g5 (Cout, t2, t3); 
endmodule 

6.4 DATAFLOW MODELLING 

This section describes the modeling of Verilog program in datafow style. Here, vari-
ous aspects of datafow modeling are discussed with the help of suitable examples. 
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6.4.1 CONTINUOUS ASSIGNMENT 

Datafow modeling explores continuous assignment statement to assign a value to a 
net, and its syntax is shown below: 

assign LHS_net = RHS_expression; 

The above statement uses a keyword assign and the expression on the right-hand side 
is evaluated and assigns it to the left-hand side net. 

Example: 

Write continuous assignment statement for the sum output of full adder. 

sum a  b cin = ° ° 

assign sum = a^b^cin; 

In the above assignment statement, we have used assign and RHS expression as assigned 
to the LHS net ‘sum’. Moreover, the RHS expression utilizes operators to build the 
expression. These operators differ for different logical and mathematical expressions. 

If multiple assignments need to be written in one continuous statement, then the 
expression looks as provided below. This expression shows both sum and carry of 
the full adder design. 

assign sum= a^b^c, carry= (a&b)|(b&c)|(c&a); 

6.4.2 DELAYS 

In continuous assignment statement, there is a provision to introduce delay. If no 
delay is mentioned in the continuous assignment statement, the right-side expression 
assigns to left side with zero delay. The delay in continuous assignment statement 
can be introduced as follows: 

assign #delay target = expression; 

The delay provided is the propagation delay between the expression and the target. 
For example, if the delay value is 7, the expression evaluates and the value is assigned 
to target after time 7. Similarly, we can write the assignment statement for three 
delays, as shown below: 

assign #(rise, fall, turn-off) target = expression; 

Example: 

Write different assignment statements by showing different delays. 

Statement_1: assign #4 target = expression; 
Statement_2: assign # (4, 10) target = expression; 

Statement_3: assign # (4, 6, 5) target = expression; 
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In statement_1, the rise, fall, and turn_off time are observed to be same and it is 4. 
Whereas in statement_2, the rise time is 4 and the fall time is 10. In the third state-
ment, the rise time is 4, fall time is 6, and turn_off time is 5. 

6.4.3 EXAMPLES: A VERILOG PROGRAM FOR FULL ADDER 

module fulladder1(sout, cout, a, b, cin); 
output sout, cout; 
input a, b, cin; 
assign sout= a^b^cin; 
assign cout= (a&b)|(b&cin)|(cin&a); 
endmodule 

6.5 BEHAVIORAL MODELING 

In the previous sections, we have seen gate and datafow modelling of Verilog. Now 
in this section, we discuss the behavioral-level modeling and related aspects [3]. All 
the concepts of behavioral-level modeling are explained using example programs. 

6.5.1 INITIAL STATEMENT 

In modeling behavior of the design, two statements play an important role: initial and 
always statements. These statements in the Verilog program execute concurrently, 
which means there is no order for execution of these statements. Initial statement gen-
erally executes only once in the program. The syntax of the initial block is as follows: 

initial 
begin 

procedural_statements; 
end 

Execution of procedural statements inside the initial happens only once. The fow 
execution of procedural statements inside the initial totally depends on the timing 
delays present in the procedural statements. The initial block is generally used to 
initialize the variables since it is executed only once. Here is an example of the initial 
statement for an SR fip-fop. 

Example: 

Write an initial statement for the SR fip-fop. 

In the SR fip-fop, for few cases of input combinations, the output depends on the 
previous state of the fip-fop. Due to this, we need to initialize the fip-fop state 
and for that initial block is used as shown below: 

initial 
begin 
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Q= 0;//the intial state is assumed to be 00 for SR fip-fop and declared 
Qb=1; 
end 

Here, inside the initial block, there are two procedural assignment statements that 
declare the initial state (Q and Qb are the outputs of fip-fop) of fip-fop. These 
two statements execute sequentially and initial block executes only one for initial-
ization of the fip-fop state. 

6.5.2 ALWAYS STATEMENT 

Unlike the initial statement, the always statement executes repeatedly. The always 
statement is very important in behavioral-level modeling and is used for higher-level 
modeling in Verilog. The syntax of the always statement is as follows: 

always @ (senstivitity list) 
begin 
procedural_assignment; 
end 

Always block starts with the always statement, and it always executes if any vari-
able in the sensitivity list changes. Here, procedural assignment statements execute 
repeatedly based on the sensitivity list and execute sequentially. 

Example: 

Write always statement for clock generation with a period of 20 time units 

always 
begin 
#10 clk = ∼clk; 
end 

This statement executes for infnite time, since there is no condition or sensitivity list 
available. This always statement produces a clock with a frequency of 20 time units. 

Example: 

Write always statement with an event control 

always @ (enable) 
begin 
a = ∼b; 
end 

Statements within begin and end will be executed repeatedly with event occurring on 
‘enable’. It means, if any change happened to enable, then only the always block executes. 
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Example: 

Write a Verilog program for D fip-fop 

Consider a D fip-fop with an input D, output q, and clock signal clk, and assume 
that fip-fop is negative edge triggered. 

module Dfipfop(clk, D, q, qb); 
input clk, D; 
output reg q, qb; 
always @(negedge clk) 
begin 
D=q; 
qb=∼q; 
end 
endmodule 

In the behavioral level, Verilog modeling all the outputs are declared as regis-
ters. Here, as D fip-fop is negative edge triggered, the always block is repeated 
depending on the negative edge event of the clock signal and it is represented as 
‘negedge clk’. 

6.5.3 PROCEDURAL ASSIGNMENTS 

The statements which are written inside the initial or always blocks are called 
procedural assignment statements. These statements are used to write the behav-
ior of the design inside initial or always. These are mainly categorized into two 
types: 

i. Blocking procedural assignment 
ii. Non-blocking procedural assignment 

6.5.3.1 Blocking Procedural Assignment 
The procedural assignment that uses the assignment operator as ‘=’ is called the 
blocking procedural assignment. The blocking assignment statement executes com-
pletely before execution of the next statement. 

Example: 

Blocking procedural assignment 

initial 
begin 
y = #10 0; 
y = #20 1; 
y= #30 0; 
end 
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Here, statement_1 executes and 0 will be assigned to ‘y’ after 10 time units. After this, the 
second statement executes and 1 will be assigned to ‘y’ after 30 time units from 0 time. 
Finally, statement_3 executes and ‘y’ is assigned to 0 after 60 time units from 0 time. 

6.5.3.2 Nonblocking Procedural Assignment 
The procedural assignment that uses the assignment operator as ‘<=’ is called the 
nonblocking procedural assignment. When the nonblocking assignment statement 
executes, before completion of assignment, the execution of the next statement can 
be started based on the delay associated with the statements. It means that the execu-
tion will not block at one statement and it continues to the next statement before 
completion of the present execution. 

Example: 

Nonblocking procedural assignment 

initial 
begin 
y <= #6 0; 
y <= #4 1; 
y <= #8 1; 
end 

Here, statement_1 starts execution at time 0 and before assignment, the second state-
ment starts execution. After 4 time units, the value of y is assigned to 1, after this at 
6 time units, the value of y is assigned to be 0. Finally, the value of y is assigned to 
be 1 after 8 time units. 

6.5.4 CONDITIONAL STATEMENTS 

The conditional statements can be used in developing the designs for the behav-
ioral-level modeling. These can be explained in detail in this section with examples. 

If statement: 
The syntax of ‘if’ is shown below: 

if (condition_1) 
Procedural assignment_1; 
else if (condition_2) 
Procedural assignment_2; 
else 
Procedural assignment_3; 

First condition_1 is executed, if condition_1 is evaluated to logic ‘1’, then proce-
dural assignment_1 will be executed. If condition_1 is evaluated to logic ‘0’, then the 
control executes condition_2. If condition_2 is evaluated to 1, then the procedural 
assignment_2 will be executed, else procedural assignment_3 executes. 
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Example: 

Write if statement for grading a student 

if (total_marks >75) 
begin 
grade = A; 
a_grade = a_grade+1; 
end 
else if (total_marks >60) 
begin 
grade = B; 
b_grade = b_grade+1; 
end 
else 
begin 
grade = C; 
c_grade = c_grade+1; 
end 

First, the condition total_marks >75 is executed, if it is true then the student grade 
is evaluated to be A. Otherwise, total_marks >60 is executed, if it is true then the 
student grade is evaluated to be B, else it is evaluated to be C grade. 

Case statement: 
Case statement is a multiconditional statement and the syntax of the case state-

ment is as follows: 

case (main_expression) 
item_sub_expression: procedural_statement; 
item_sub_expression: procedural_statement;
 ………. 
item_sub_expression: procedural_statement; 
default: procedural_statement; 
endcase 

First, the main expression of the case is evaluated and it is matched with the subex-
pressions. After matching, the respective procedural statements are executed. In case 
of no match, the default statement is executed. 

Example: 

Write a 4 × 1 mux behavior using case 

Consider a 4 × 1 mux where a, b, c, and d are the inputs and s, y are the selection 
line and output, respectively. 

always @(a or b or c or d or s) 
begin 
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case(s) 
2’b00: y=a; 
2’b01: y=b; 
2’b10: y=c; 
2’b11: y=d; 
default: $display(“error in selection”); 
endcase 
end 

Other forms of case statement: 
In general, the case statement explained in the previous section, the x and z values 

are treated as letters. On the other hand, there are other case statements that treat the 
values of x and z in another manner. Those are casex and casez. 

• In casez, the value of z is considered to be don’t care. 
• In casex, the values of x and z are considered to be don’t cares. 
• The syntax of both casex and casez are similar to case. 

Example: 

casez statement for 3-to-8 priority encoder 

casez (input) 
8’b00000001: y= 3’b000; 
8’b0000001z: y= 3’b001; 
8’b000001zz: y= 3’b010; 
8’b00001zzz: y= 3’b011; 
8’b0001zzzz: y= 3’b100; 
8’b001zzzzz: y= 3’b101; 
8’b01zzzzzz: y= 3’b110; 
8’b1zzzzzzz: y= 3’b111; 
default: y= 3’bzzz; 
endcase 

As we are using casez, all x and z characters are treated as don’t cares. If the MSB of 
the priority encoder input is 1, then the output is y= 111(other bits of input is ignored). 
If the MSB bit of the input is 0 and its next MSB is 1, then y=110. If no match is 
found, then y is assigned to don’t care. 

6.5.5 LOOP STATEMENTS 

The different types of loop statements available are as follows: 

i. For-loop 
ii. While-loop 

iii. Forever-loop 
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6.5.5.1 For-Loop Statement 
The syntax of the for-loop is as follows: 

for (initial_assignement; condition; increment assignment) 
begin 
procedural statements; 
end 

A for-loop repeats the execution of procedural statements a number of times depend-
ing on the condition of the loop. The increment assignment increases the initialized 
value and checks the condition with the updated value. As long as the condition is 
true, the assignment statements specifed in the loop exists. 

Example: 

Simple design demonstrating for loop 

for (i=0; i<10;i=i+1) 
begin 
$display (“current loop#%d”, i); 
end 

This loop repeats 10 times and each time displays current loop#0 upto 9 times with 
increment in ‘i’. 

6.5.5.1 While-Loop Statement 
The syntax of while-loop is as follows: 

while (condition) 
begin 
procedural_statement; 
end 

The while-loop executes the procedural statements until the condition becomes 
false. If the condition results in x or z, then it is treated as 0. 

Example: 

Simple design demonstrating while-loop 

While (i<10) 
begin 
y=y+1; 
i=i+1; 
end 
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6.5.5.3 Forever-Loop Statement 
The syntax for this loop statement is as follows: 

forever 
begin 
procedural_statements; 
end 

This loop without any condition repeatedly executes, and the disable statement to 
stop the loop may be written in the procedural assignment. Otherwise, the forever 
loop will repeat forever. 

Example: 

Simple design considering the forever loop 

initial 
begin 
clk=0; 
forever 
#20 clk=∼clk; 
end 

In this design, the output is the square wave with a period of 40 time units. That 
means for every 20 time units, the ‘clk’ toggles its value. 

6.5.6 EXAMPLES 

A. Verilog program for positive edge-triggered JK fip-fop 

module jk_ff (j,k,clk,q); 
input j; 
input k; 
input clk; 
output reg q;
  always @ (posedge clk)
     case ({j,k})
        2’b00:  q <= q;
        2’b01:  q <= 0;
        2’b10:  q <= 1;
        2’b11:  q <= ∼q;
     endcase 
endmodule 

B. Verilog program for 4-bit up counter 

module up_counter(clk, reset, output, counter); 
input clk, reset; 
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output reg [3:0] counter; 
reg [3:0] counter_up; 
always @(posedge clk or posedge reset) 
begin 
if(reset) 
counter_up <= 4’d0; 
else 
counter_up <= counter_up + 4’d1; 
end 
assign counter = counter_up; 
endmodule 

6.6 TASKS AND FUNCTIONS 

This section explains both tasks and functions with examples. First, we start with the 
task, and then we explain the function. Finally, the difference between the task and 
the function is also explained [4]. 

6.6.1 TASK 

Task is a block of procedural statements (task defnition) that can be called from 
different places of design description. A task can be called at any place of the 
program and it can call other tasks and functions as well. The defnition of task is 
shown below: 

task task_name; 
procedural_statements; 
endtask 

We need to write the task defnition within the module declaration, and the task can 
be called by using the below statement: 

task_name (argument1, argument2…., argumentN); 

List of argument in the task calling should match with the input and output order in 
the task defnition. 

Example: 

Write a simple program using task (conversion of temperature from Celsius to 
Fahrenheit) 

module task_example (temp_a, temp_b, temp_c, temp_d); 
input [7:0] temp_a, temp_c; 
output [7:0] temp_b, temp_d; 
reg [7:0] temp_b, temp_d; 
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task convert;//task defnition 
input [7:0] temp_in; 
output [7:0] temp_out; 
begin 
temp_out = (9/5) * (temp_in + 32) 
end 
endtask 

always @ (temp_a) 
begin 
convert (temp_a, temp_b);//task calling 
end 
always @ (temp_c) 
begin 
convert (temp_c, temp_d);//task calling 
end 
endmodule 

6.6.2 FUNCTION 

Function is a block of procedural statements like task and can be called from any 
part of the module. The main difference between task and function is that func-
tion can return one value, whereas task cannot return. Function cannot call other 
task and it must have at least one variable in defnition. No output declarations are 
allowed in function and it may call other functions [5]. The syntax of the function 
is as follows: 

function [range or type] function_name; 
input declaration; 
procedural_statements; 
endfunction 

Example: 

Function defnition for the sum of two variables 

function [5:0] sum; 
input [5:0] x, y; 
begin 
sum = a+b; 
end 
endfunction 

The syntax of function call is shown below: 

function_name (argunent1, argument2,…….argumentN); 
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Example: 

Calling a function 

module function_calling (result, a, b); 
output reg [5:0] result; 
input [5:0] a, b; 
function [5:0] sum; //function defnition 

begin 
sum = a+b; 
end 
endfunction 
always@(a or b) 
begin 
result= sum(a, b); //function calling 
end 
endmodule 

6.7 SUMMARY 

This chapter presented the Verilog programming and the methodology to design 
several digital systems using this language. 

• First, the basics and different elements of Verilog were introduced. 
• The different modeling styles like gate-level, data-fow, and behavior-level 

modeling styles were discussed in detail with examples. 
• Finally, the used Verilog tasks and functions were also introduced and 

explained with suitable examples. 

6.8 MULTIPLE-CHOICE QUESTIONS 

1. HDL is the abbreviation for 
a. Hardware description language 
b. Hardware design language 
c. High description language 
d. Human description language 

2. Datafow modeling mainly uses 
a. Procedural assignments 
b. Blocking assignment 
c. Continuous assignments 
d. Assign statements 

3. Logical and is represented as 
a. && 
b. || 
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c. & 
d. | 

4. Compiler directives start with 
a. Backquote 
b. Dot 
c. Semicolon 
d. Equal 

5. Which one of the following statements executes only once? 
a. Initial 
b. Always 
c. Repeat 
d. for 

6. Which of the following is the higher-level modeling style? 
a. Gate-level 
b. Datafow level 
c. Behavioral-level 
d. None 

7. Which of the following represents concatenation operation? 
a. {} 
b. ≪ 
c. ∼ 
d. [] 

8. Module in Verilog represents 
a. Design description 
b. Test patterns 
c. Loops 
d. Conditions 

9. Module and respective test bench links with 
a. Instantiation 
b. Input and output declaration 
c. Initial statement 
d. Always statement 

10. Intermediate connections in datafow style can be declared as 
a. Wires 
b. Registers 
c. Variable 
d. None of the above. 
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6.9 SHORT ANSWER QUESTIONS 

1. What are Verilog Operators? Explain. 
2. What are the different data types in Verilog? 
3. What are compiler directives in Verilog? 
4. Write the syntax of conditional operator. 
5. Write the syntax of ‘for loop’ in Verilog. 
6. What is the task in Verilog? 
7. What is the difference between Task and Function in Verilog? 
8. What is the syntax of the always statement in Verilog? 
9. What is the difference between initial and always statements? 

10. Write a Verilog encoder program in datafow style. 

6.10 LONG ANSWER QUESTIONS 

1. Explain datafow style of Verilog modeling with an example. 
2. Explain in detail about tristate gates in Verilog. 
3. What is module and test bench in Verilog? Explain. 
4. What are different condition statements in Verilog? Explain with examples. 
5. Explain gate-level style of Verilog modeling with an example. 
6. What are the different loops available in Verilog? Explain with examples. 
7. Explain behavioral style of Verilog modeling with an example. 
8. Explain initial and always statements with examples. 
9. Write 4-bit up-down counter program with behavioral-level modeling. 

10. Write 4-bit ALU program using behavioral-level modeling. 
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VLSI Interconnect 7 
and Implementation 

7.1 AN OVERVIEW OF THE VLSI INTERCONNECT PROBLEM 

Very-large-scale integration (VLSI) industry has tremendous growth over several 
decades due to scaling the devices and interconnect by fulflling the demand and 
requirement. According to Moore’s law, the feature size of integrated circuits (ICs) 
reduces and the total number of transistors rapidly increases, which gets double on 
a single silicon chip after every 2 years [1]. The designer is continuously following 
Moore’s concept; however, the complexity of the electronics system increases with 
the innovations and demand for high-speed operations. In the early stage of the ICs 
industry, the speed of ICs depended on the gate delay instead of the interconnect 
delay [2]. Consequently, the interconnect is considered a second-class citizen that 
appears only at the time of any high-performance task or any special computational 
task. As the technology has moved forward from deep submicron to nanotechnol-
ogy, several reductions have been demonstrated such as the size of the metal oxide 
semiconductor (MOS) transistor, silicon area, and power consumption. In order to 
scale down the technology and operate at high frequency, the impact of interconnect 
needs to be considered that primarily dominates the performance of overall on-chip 
ICs. Therefore, several materials have been used as an interconnect application such 
as aluminum (Al), gold (Au), silver (Ag), and copper (Cu) that have their own limita-
tions over technology scaling [3]. 

7.1.1 INTERCONNECT SCALING PROBLEM 

In a typical CMOS VLSI technology, the area occupied by the active device is 
approximately 10%, while it is 6–10 times more for interconnects. Consequently, the 
importance of interconnects achieved major attention as the device density increased 
and the feature size scaled down. In the early stages of the ICs industry, Al was pre-
ferred as interconnect metal because of its low resistivity, good adherence to silicon 
(Si), boundability, patternability, and ease of deposition [4]. In addition, it causes neg-
ligible contamination with undesirable impurities in the ICs, and it is easily available 
as low-cost material in the earth. However, despite its several advantages, it tends to 
have several reliability issues due to electromigration and contact failure effect that 
mainly has a major impact on the interconnect performance. Electromigration is the 
result of the movement of atoms from one place to another that is caused by the grad-
ual movement of ions in the conductor [5]. Later, Ag and Au were also investigated 
for interconnect application, but due to higher electromigration and quick diffusion 
into silicon during fabrication the use of Al, Au, and Ag materials was restricted. In 
the late 1990s, Cu changed the silicon industry as it provided better reliability, lower 
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resistivity, higher melting points, higher current density, and ten times more resis-
tance to electromigration as compared to the above-mentioned materials. The higher 
melting point of Cu provides improved thermal stability due to several advantages 
of Cu that turn into preferred interconnect material for deep submicron technology. 
As the VLSI technology is further scaled down, the performance of interconnect is 
facing serious challenges, especially at global signals. Demand for higher operating 
speed and frequency led to a gradual increase in the resistivity of interconnect due 
to electron surface and grain boundary scattering [2]. As the dimensions are reduced 
rapidly, it becomes comparable to mean free path (MFP) of an electron (∼40 nm at 
room temperature in a Cu), that results in scattering from the interface that cannot 
be ignored due to surface scattering, and hence the resistivity of copper increases 
rapidly. Another effect of dimension scaling for Cu interconnect is the increase in 
current density with technology scaled down. The per unit length (p.u.l.) of intercon-
nect parasitics increases, which causes the degradation of interconnect performance 
and leads to higher propagation delay and more power dissipation. The rise in power 
dissipation also causes an increase in heating that results in electromigration [6]. As 
these limitations of Cu interconnect are technology dependent and are going to be 
more and more severe for the future generation of VLSI chips. Therefore, it is neces-
sary to look forward to an alternative emerging material. 

7.1.2 IMPLEMENTATION OF INTERCONNECT PROBLEM 

To understand the implementation of interconnect, we start with the basics of inter-
connect and their scaling effect. Based on the length of the wire, the interconnect 
lines are categorized into three types: local, intermediate, and global interconnects, 
as shown in Figure 7.1 [6]. Local interconnect is used to connect short-distance com-
ponents within the functional blocks and occupy frst or sometimes second metal 
layer. Table 7.1 demonstrates different scaling factors for local and global intercon-
nects with associated interconnect parasitic. 

It usually connects gates, source, and drain in the metal oxide semiconductor 
technology. Intermediate interconnect is used to provide clock and distributed 

TABLE 7.1 
Scaling Factor of Local and Global Interconnects 

Parameters Symbol Scaling Factor 
Cross-sectional dimensions W H S  1/S( , , − , ) i i  tox 

Resistance in p.u.l. . .  S2Rp u l 

Capacitance in p.u.l. . .  1Cp u l 

RC constant in p.u.l. R ˜C S2 
p u. .l  p u l. .  

Local interconnect length 1/Slloc 

Local interconnect RC delay R ˜C . .  ̃  l2 1
p u l. .  p u l  loc 

Die size Ds Ss 

Global interconnect length Sslglo 
2 2 2Global interconnect RC delay R ˜C ˜ l S Sp u l  p u l  o s. .  . .  gl 
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FIGURE 7.1 Type of interconnects. 

signal and to connect devices within a functional block. Intermediate intercon-
nect is also referred to as a semiglobal interconnect and designed slightly wider 
and taller than local interconnect to provide lower resistance because the resis-
tance reduces with more area. Global interconnect is used to provide clock and 
distributed signals between the functional block and to provide power/ground 
to all functional blocks. Global interconnect primarily occupies the top one 
or two layers, and it should have lower resistance as well as less propagation 
delay because the overall performance of the chip mainly depends on global 
interconnect. 

The reason for the ever-increasing importance of interconnect can be understood 
using the electrical models that are fully justifed in Subsection 7.3; before that, let 
us have some introductory explanation. The implementation of interconnect into 
its equivalent electrical model has a major impact due to changes in its parasitic 
quantitative values based on the technology node. One can also understand that the 
delay is mostly dependent on the resistance (R) and capacitance (C); apart from this, 
inductance (L) is also important for the high-frequency signal. At the same time, 
the increase in the device density leads to reduced cross-sectional dimensions that 
increase p.u.l. parasitics of interconnect and degrades the overall performance of the 
VLSI chip. 

i. Increase in complexity: In the 1980s, the impact of chip technology was 
studied to understand the impact of delay on-chip performance. It was shown 
that the increase in complexity implies an increase in the length of global 
interconnects that increases the delay. This increase in the interconnect 
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length can be expressed as a function of the overall area of the chip for the 
global interconnect as: 

l ˜ A (7.1) 

where l and A are referred to as the length and chip area of global interconnect. 
ii. Signal frequency: Devices (transistor) driving capability increases as a 

result of technology scaling. This means higher frequency components in 
signals are transmitted through interconnects. A simple analysis can give a 
dependence between the rise/fall time of a digital signal transition and its 
maximum signifcant frequency, Fmax: 

0.5
Fmax ˜ (7.2) 

tr 

where tr is the rise time of the signal. Higher frequency content means two factors: 
First, the circuit parameters L and C that have a greater impact on the line impedance 
and its effect is proportional to the frequency. Second, a refection of the signal while 
operating at a higher frequency signal. 

7.2 INTERCONNECT AWARE DESIGN METHODOLOGY 
AND ELECTRICAL MODELING 

In this section, the reader can understand the impact of scaling from the early 
stage of MOS technology to advanced technology for the transistor and intercon-
nect level. 

7.2.1 IMPACT OF SCALING 

In the early stage of VLSI technology, the impact of scaling was only limited to 
device parameters due to lower speed and frequency. The area of silicon chip reduces 
generation by generation due to improvement in the lithography technique and pro-
cess technology. The journey from micron technology to deep submicron technology 
is shown in Figure 7.2, which demonstrates almost 30% improvement in the technol-
ogy after every 2–3 years while following Moore’s law [1]. With the advancement 
of technology, the size of transistors in a single chip becomes smaller and exhibits 
several performance improvements such as faster switching, lesser power consump-
tion, and cheaper to manufacture in bulk quantity. Further scaling in the feature size 
generates several fabrication challenges, noise, and reliability issues. Therefore, the 
designer needs to take care of all the chip performance aspects before executing for 
future production. 

7.2.2 TRANSISTOR SCALING 

The model formulated by Dennard is used for scaling the frst-order constant feld 
MOS technology in the early stage of the VLSI industry. The scaling of the transistor 
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FIGURE 7.2 Reduction in feature size with the change in generation [6]. 

can be done in several ways, wherein the critical parameters of the MOS device are 
scaled by factor S to preserve the basic operational by maintaining the characteristics 
of the MOS device [7–11]. The scaling parameters are as follows: 

1. Entire dimensions (in all coordinates x, y, and z) 
2. The voltage level of device 
3. Doping concentration densities 

Apart from this approach, the lateral scaling is also used by scaling the channel 
(gate) length only, while other dimensions, voltages, and doping concentration level 
remain unaltered; that is why it is mostly called gate shrink. 

In the early stage of VLSI technology, the constant voltage scaling was 
maintained as 5 V by reducing the feature size from 6 µm to 1 µm that led to a 
reduced cost and quadratic improvement in the delay. The constant voltage scal-
ing no longer sustains below 1 µm technology due to increased electric fields 
in MOS devices. Hence, the devices are at risk and breakdown due to the high 
field. 

In addition to that, the constant feld scaling is used by scaling all the dimensions 
as illustrated in Table 7.2, including width W, the channel length L, thickness of 
oxide tox, and supply voltage Vdd shrunk by a factor of 1/S. 

In addition to that, scaling of metal oxide semiconductor feld-effect transistor 
(MOSFET) is categorized into three types: Constant feld scaling, Constant voltage 
scaling, and Lateral scaling. 

1. Constant feld scaling: In this category of scaling, the designer preserves 
the amplitude of the internal electric feld in the MOSFET, while the other 



 

  

  

  

  

  

  

  

 

 

  

 

  

  

  

200 Introduction to Microelectronics to Nanoelectronics 

TABLE 7.2 
Impact of Scaling on MOS Device Characteristics 

Scaling parameters 
Parameters Symbol Constant feld Constant voltage Lateral 
Channel width W 1/S 1/S 1 

Channel length L 1/S 1/S 1/S 

Substrate doping NA S S 1 

Oxide thickness of gate tox 1/S 1/S 1 

Supply voltage Vdd 1/S 1 1 

Threshold voltage Vtn, Vtp 1/S 1 1 

Saturation current Ids 1/S S S 

Effective resistance Reff = Vdd/Ids 1 1/S 1/S 

Gate capacitance C = (W·L/toxI) 1/S 1/S 1/S 

Gate delay   = RC 1/S 1/S2 1/S2 

Clock frequency f = 1/  S S2 S2 

Dynamic power dissipation P = C·V2 ·f 1/S2 S S 

Chip area A 1/S2 1/S2 1 

Power density Pdensity = P/A 1 1 S 

Current density Idensity = Ids/A S S3 S 

dimensions are scaled down by a factor of S. The impact of this kind of 
scaling on different factors is described below: 
a. Scaling of gate oxide capacitance per unit area: The current-voltage 

characteristics of the MOS transistor is now considered based on full 
scaling while assuming that the surface mobility does not get affected 
by scaled doping density. In this case, it can be modifed as 

˛ ˛ox oxCox˜ = = S (7.3) 
t ˜ tox ox 

C ˜ = SC (7.4) ox ox 

b. Scaling of linear drain current: The W/L ratio will remain unchanged 
for scaling the linear drain current of the MOSFET, while the trans-
conductance parameter kn gets scaled by a factor of S and can be 
found as 

kn̨ID lin = ˆ̌2(VGS VT̨ )VDS − VDS 
2
�̆ (7.5) ˛ ( )  ˛ − ˛ ˛ 

2 
S k. n̋ 1 2= ˆ̌2(V − V )V − V �̆ (7.6) GS T DS DS2 S2 

I lin( )
ID̃ lin = D (7.7) ( )  

S 
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Similarly, the saturation-mode current can also be found as 

kn̨ 2 S k. n̨ 1 2
ID̨ (sat) = (VGS˛ − VT̨ ) = (VGS − VT ) (7.8) 

2 2 S2 

I sat)(
ID̃ (sat) = D (7.9) 

S 

c. Scaling of power dissipation and power density: The instantaneous power 
dissipation by the device can be observed before scaling, since the drain 
current fows between the source and the drain node and can be found as 

P I= V SD D  (7.10) 

Hence, the power dissipation of the transistor can be reduced by a factor 
of S2 because both the drain current and the drain to source voltage are 
scaled by a factor of S in full scaling. 

Therefore, 

1˜ ˜ ˜  I V  (7.11) P = ID DV S = D DSS2 

P
P˜ = (7.12) 

S2 

It can be observed that the power dissipation drastically reduced by a 
factor of S2 in full scaling. Similarly, power density is the ratio of power 
per unit area and can be written before scaling as 

P
Power density˜( )P = (7.13) ˜ D Area 

After scaling it can be found as 

P S. 2 P
PD̃ = = (7.14) 

2S Area Area 

PD̃ = P (7.15) 

Therefore, the power density remains unchanged in per unit area for the 
scaled devices. 

d. Scaling of gate delay or propagation delay: As we know that the cur-
rent fowing through capacitance is 

dV
I = Cg (7.16) 

dt 

Gate delay before scaling as 

V 
t = Cg (7.17) 

I 
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The gate capacitance (Cg) before scaling is also scaled down by a factor of S 

Cg = WLC ox 

The gate capacitance after scaling is 

W L
Cg̃ = W L Cox˜ ˜  ̃  = SCox S S 

CgCg̃ = 
S 

(7.18) 

(7.19) 

(7.20) 

Gate delay after scaling as 

C V˜ ˜g 

˜ 
t 

t ˜ = 

SVgC 
t ˜ = (7.21) = 

I ISS 

(7.22) 
S 

Therefore, the gate delay is scaled down by a factor of S. 
2. Constant voltage scaling: In constant voltage scaling, the supply voltage 

is kept constant while the other physical and process parameters are scaled 
by a factor of S as illustrated in Table 7.2. 
a. Scaling of gate oxide capacitance per unit area: The gate oxide 

capacitance can be observed in per unit area before scaling as 

° 
Cox = ox (7.23) 

tox 

Similarly, after scaling 

˛ ˛ox oxC ˜ = = ˝S = ˝S C  (7.24) ox oxt ˜ tox ox 

C ˜ = ˛S C (7.25) ox ox 

Here, the gate capacitance per unit area is increased by a factor of S. 
b. Scaling of transconductance: The transconductance before scaling 

can be represented as 

k = µ  Cn n ox 
˛
˝ 

W 
L 

˙
ˆ (7.26) 

ˇ
˘õx 

Similarly, it can be written after scaling as 

kñ = µnC
˝
ˆ̇ 

W ˜ 
� = �µS Cn ox 

˝
˙ 

W 
L 

ˇ
˘ (7.27) 

L˜ 
kñ = ˛S kn (7.28) 
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Here, the transconductance is increased by a factor of S. 
c. Scaling of linear mode drain current: The linear mode drain current 

before scaling can be found as 

kn 2 
D ( )  T V DS ˇ (7.29) I lin = ˙̂2(VGS − V ) DS − V ˘2 

Similarly, after scaling, the terminal voltage get unchanged and can be 
written as 

kn̨ 2 kn 2ID̨ ( )lin = ˆ̌2(VGS − VT )VDS  − VDS �̆ = �S ˆ̌2(VGS − VT )VDS − VDS �̆ (7.30) 
2 2 

I ̨ lin  = ˙S I linD ( )D ( )  (7.31) 

Here, the linear mode drain current is increased by a factor of S. 
d. Scaling of Saturation mode drain current: The saturation drain cur-

rent before applying the scaling can be found as 

kn 2
ID (sat) = ˙

ˆ(VGS − VT ) ˇ
˘ (7.32) 

2 

Similarly, after scaling, it can be found as 

kn̨ 2 kn 2
ID̨ (  )sat = ˇ

ˆ(VGS − VT ) ˘
� = �S ˇ

ˆ(VGS − VT ) ˘ (7.33) �2 2 

I ̨ sat  = ˙S I satD ( )  D ( )  (7.34) 

Here, the saturation mode drain current is increased by a factor of S. 
e. Scaling of power dissipation and power density: The power dissipa-

tion before scaling can be found as 

=P I VD ° DS (7.35) 

After scaling, it can be found as 

˜ ˛ DS  I V  (7.36) P˜ = ID V = S ̨  D ˛ DS 

P˜ = ˛S P (7.37) 

Here, the power dissipation is increased by a factor of S. 
Similarly, the power density before scaling can be found as 

P
PD = (7.38) 

Area 
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Power density after scaling, 

P˜ S P. 3 P
PD̃ = = = S (7.39) Area Area Area2S

3 (7.40) PD̃ = S PD 

Therefore, it can be observed that the power density drastically increases 
by a factor of S3. 

3. Lateral scaling: Similarly, the lateral scaling factor for different physical 
parameters can be identifed wherein only the gate length is scaled by a fac-
tor of S, as shown in Table 7.2. The reader can now have a deep knowledge 
about the different scaling approaches that are used in the VLSI domain. 

Of these three scaling techniques, the constant voltage scaling is mostly preferred 
over the constant feld and lateral scaling in many cases, while the supply voltages 
and all the node voltages are scaled proportionally with the dimension of the device 
in full scaling technique. The constant voltage scaling is mostly used to reduce the 
multiple power supply voltage at a certain voltage level that is required for sev-
eral internal and external peripherals that make them complicated and more com-
plex architecture. To overcome these issues, the contact voltage scaling is usually 
preferred instead of full scaling or constant feld scaling. However, it can also be 
observed from Table 7.2 that using constant voltage scaling in a MOS transistor, 
the drain current and power dissipation increases by a factor of S, while power dis-
sipation density increases by a factor of S3. This large increase in power dissipation 
density may cause serious reliability issues such as electromigration, hot carrier deg-
radation, oxide breakdown, and electrical overstress for transistor scaling. 

7.2.3 INTERCONNECT SCALING 

In general, interconnect scaling can be obtained in two ways: either scale all the 
dimensions or keep the wire height constant. The detailed description of intercon-
nect scaling by a scaling factor of S is illustrated in Table 7.3. In high-performance 
VLSI technology, the impact of interconnect is considered that has been neglected 
in the early stage of VLSI technology due to the lower operating speed and perfor-
mance and hence only the gate delay is estimated. In the era of advanced submicron 
technology, the on-chip interconnect primarily dominates the overall system perfor-
mance. Therefore, interconnect plays an important role in designing high-speed ICs. 

7.3 ELECTRICAL CIRCUIT MODEL OF INTERCONNECT 

For several decades, the evaluation of circuit modeling has developed to under-
stand the physical behavior of interconnect in terms of speed and technology scal-
ing. Therefore, circuit modeling is categorized as an ideal interconnect, resistive 
interconnect, capacitive interconnect, and resistive tree interconnect, as shown in 
Figure 7.3 [12]. 
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TABLE 7.3 
Impact of Scaling on Interconnect Characteristics 

Scaling Parameters 
Parameters Symbol Reduced Thickness Constant Thickness 
Width W 1/S 1/S 

Thickness T 1/S 1 

Spacing Sp 1/S 1/S 

Dielectric height hg 1/S 1/S 

Per Unit Length (p.u.l.) Characteristics 
Wire resistance Rw = 1/W·t S2 S 

Fringing capacitance = t/S 1 SCfc p 

Parallel plate capacitance Cpp = W/hg 1 1 

Total wire capacitance 1 Between 1, SCtw = Cfc+Cpp 

Unrepeated RC constant RW·CW S2 Between S, S2 

Crosstalk noise t/Sp 1 S 

7.3.1 IDEAL INTERCONNECT 

In the early stage of the VLSI technology era, the high-speed operation and large 
power dissipation were not major concerns. However, the performance was domi-
nated by gate and active device delay instead of interconnect delay. Hence, the 
impact of resistance and capacitance was neglected using ideal electrical intercon-
nect lines between the elements. 

7.3.2 RESISTIVE INTERCONNECT 

In the late 1980s and 1990s, electrical modeling became more complex and the 
impact of resistance became non-negligible as compared with effective resistance 
driving transistors. The general wire geometry to estimate the resistance is depicted 
in Figure 7.4, which consists of an effective resistivity ρx based on the material, as 
shown in Table 7.4. The interconnect wire shows resistive behaviors having width 
Wx, thickness Tx, and length Lx, wherein the interconnect resistance is proportional 
to its wire length and inversely proportional to the cross-sectional area Ax. The resis-
tance (Rx) of uniform rectangular wire can be calculated as 

° L ° Lx x  x xRx = = (7.41) 
A T Wx x x  

LxR = R (7.42) x  sqr Wx 

where R = °  /T  is a process-dependent parameter referred to as the sheet resis-sqr  x x 
tance or resistance exhibit by per square in Ω/square. 
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TABLE 7.4 
Commonly Used Resistivity of Interconnect Material at 22°C 

The Quantitative Value of 
Interconnect Material Symbol Resistivity ρx (µΩ cm) 
Silver Ag 1.6 

Copper Cu 1.7 

Gold Au 2.2 

Aluminum Al 2.8 

Molybdenum Mo 5.3 

Tungsten W 5.5 

Titanium Ti 43.0 

FIGURE 7.3 Different scenarios of interconnect modeling. 
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FIGURE 7.4 Basic rectangular wire segment. 

7.3.3 CAPACITIVE INTERCONNECT 

The study of interconnect capacitance is the subject of advanced research and hence 
accurate modeling of interconnect structure is still complicated due to three-
dimensional integrated circuits. The interconnect capacitance primarily depends on 
its distance to the substrate, between the wires, distance from the surrounding metal 
wire, and the shape of interconnect. Rather struggling with the complicated inter-
connect geometrical structure, the designer extracts the interconnect capacitance 
using an industry-standard advanced extraction tool to achieve precise quantitative 
values from the layout. 

In the late 1970s and 1980s, interconnect capacitance was extracted as area capaci-
tance to substrate for single-layer metallization. Later on, the impact of fringing capac-
itance has been included in the modeling of interconnect, as shown in Figure 7.5. 

For a simple rectangular wire, the overall capacitance of interconnect can be mod-
eled as parallel plate capacitance (Cp2p), if the wire width is larger than the thickness 
of the dielectric material while assuming that the electric feld lines are orthogonal to 

FIGURE 7.5 The overall impact of capacitance. 
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capacitor plate [13, 14]. The parallel plate capacitance is also known as area capaci-
tance and the capacitance can be calculated with the general expression as 

° r d, ieC 2 = W L  (7.43) p p  x xTx 

The main concern of expressing equation (7.43) is to make the reader understand 
the effect of dielectric material that is proportional to the interconnect capacitance. 
Practically, the above model is too simplistic and cannot be considered further to 
estimate the accurate analysis of overall interconnect capacitance. From the fabrica-
tion point of view, scaling down the technology node having a lower dimension of 
width creates denser proximity of wire and less area overhead. Due to those circum-
stances, the simplest form of equation (7.43) no longer provides an accurate measure-
ment of capacitance. Therefore, fringing capacitance needs to be considered that are 
generated due to the sidewall of the wires by considering the exact model of complex 
geometry. The overall capacitance for the exact model is approximated as the sum of 
the parallel plate and fringing capacitance that can be expressed as 

Ct = Cp2 p + C fringe (7.44) 

° ˝ T ˇ
r d, ie xC = W L  + °2 ln 1+ (7.45) t x x  r d, ie ˆ �Tx ˙ hg ˘ 

To understand the concept of extracting the accurate measurement of interconnect 
capacitance, the designer needs to consider all the possible combinations of capaci-
tance that occur between the wires placed above the semiconductor substrate. The 
relative permittivity of some of the dielectric substrate material used in IC is illus-
trated in Table 7.5. The detailed understanding of estimating the interconnect capaci-
tance can be observed in Subsection 7.4.2. 

TABLE 7.5 
Relative Permittivity of Commonly 
Used Dielectric Materials 

Dielectric Material εr,die 

Free space 1 

Aerogel 1.5 

Polyimides (organic) 3–4 

Silicon dioxide 3.9 

Glass-epoxy (PC board) 5 

Silicon Nitride 6.5–7.5 

Alumina 9.5 

Silicon 11.7 

Zirconium oxide 23.0 

Hafnium oxide 20.0 

Tantalum oxide 20–30 
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FIGURE 7.6 A general RC network consisting of a routing tree. 

7.3.4 RESISTIVE INTERCONNECT TREE 

In general, the wire is considered the resistive net that corresponds to the routing tree. 
These routing trees can be modeled as the RC tree network, as shown in Figure 7.6. In 
the case of the RC tree network, the following points can be observed: 

i. All the capacitors connected in the RC network are grounded. 
ii. Only one acting input can be observed. 

iii. The routing path has no resistive loop. 

To measure the delay of the RC network, it requires a very large and complex differ-
ential equation. To obtain the delay, one can use a simple model based on Elmore that 
is equivalent to the frst moment of the waveform [14–16]. The Elmore delay model 
provides a simple and fast calculation of delay. 

According to the Elmore delay, the interconnect tree delay can be found from 
source to any ith node in the tree and can be expressed as 

i 

° = C R (7.46) Elmore s k˜ ˜  
˜ path S=1 for all ̃  

k P̋sk 

For example, the Elmore delay at node OUT2 can be found based on expression 
(7.46) as 

˜ = R C  + R C  + R C  + R C  + (R + R )C + (R + R + R )CElmore 1 1 1 4 1 5 1 6  1 2 2 1 2 3 3 

Similarly, the Elmore delay can also be calculated at node OUT1 as 

˛ = R C  + R C  + R C  + (R + R )C + (R + R + R )C + (R + R + R + R C)Elmore 1 1 1 2 1 3  1 4 4 1 4 5 5 1 4 5 6 6 
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FIGURE 7.7 Distributed RC network tree consisting of one branch. 

For a special case of RC network, the cascade arrangement, shown in Figure 7.7 is 
simplifed as an equivalent single branch and its corresponding Elmore delay from 
the input node to Node N can be calculated as 

i s 

° Elmore,N = Cs Rk (7.47) ˜ ˜  
s=1 k =1 

Similarly, if the RC network tree consists of a series combination of resistance 
(R/i) and capacitance (C/i), as shown in Figure 7.8, then the Elmore delay can be 
calculated as 

i s 
˝ C ̌ ˝ R ̌° = ˜ ˜Elmore i, ˆ � ˆ �˙ i ˘ ˙ i ˘ 

s=1 k =1 (7.48) 
C R i i( 1) i )( 1˝ ˇ ˝ ˇ ˝ + ˇ ˝ + ˇ= ˆ � ˆ � ˆ � = RC ̂ �˙ i ˘ ˙ i ˘ ˙ 2 ˘ ˙ 2i ˘ 

For very large distributed RC network tree, the above delay expression can be 
reduced as 

˛ RC ̂˜Elmore i, = ˙ ˘ ˜ for i˜ � �  (7.49) ˝ 2 ˇ 

It can be observed that the delay of the distributed RC network line is considerably 
lower than that of the lumped RC network. 

FIGURE 7.8 Distributed RC network consisting of N equal segment. 
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7.4 ESTIMATION OF INTERCONNECT PARASITICS 

This section provides a detailed calculation of interconnect parasitic that is used to 
understand the performance in terms of propagation delay, crosstalk effect, power 
dissipation, and so on. 

Here, we begin with the calculation of resistance, inductance, and capacitance 
associated with interconnect by assuming a rectangular geometrical structure. 

7.4.1 INTERCONNECT RESISTANCE ESTIMATION 

Interconnect used in VLSI has different resistance based on the resistivity of metal 
used for interconnect applications at different technology nodes. Scaling of technol-
ogy has a major impact on resistance value due to a reduced width and thickness. The 
basic model of interconnect resistance is shown in Figure 7.4. The resistance Rx can 
be described as follows: 

° L ° Lx x  x xRx = = 
A T Wx x x 

(7.50) 
Lx Lx= = 
T Wx (e n T Wµ ) x˛ x x  x 

LxRx = Rsqr (7.51) 
Wx 

where ρx is the resistivity of conducting wire that depends on the charge of electron 
e, mobility µ, and carrier concentration n, referred to σx = eµn. The number of seg-
mented squares of the conducting metal wire is defned as the ratio of length and 
width [3]. Therefore, depending on the above facts, the square resistance of wire hav-
ing length Lx is termed as the sheet resistance that is defned as the ratio of resistivity 
to the thickness of the material as 

° 
Rsqr = 

T
x ˜ /  (7.52) ˛  
x 

Using equation (7.51), we can also say that the interconnects having different width 
and length but the same ratio can provide the same resistance as offered by equation 
(7.51) that can be observed from below instances: 

For structure (a), as shown in Figure 7.9, the overall resistance can be calculated as 

Lx 
x  sqr R = R ° (7.52a) 

Wx 

For structure (b), as shown in Figure 7.9, the overall resistance can be calculated as 

2Lx LxR = R = R ° (7.52b) x  sqr sqr 2Wx Wx 
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FIGURE 7.9 Resistance estimation for different structures. 

Therefore, it can be concluded that both the structures (a) and (b) have the same 
resistance. Figure 7.10 illustrates the pitch that can be defned as the distance between 
the center of the width for the coupled line. It can be defned as p = Sx + Wx and related 
parameter based on 6-metal 180 nm technology is listed in Table 7.6. Based on the 
International Technology Roadmap for Semiconductors (ITRS) [17], it should be noted 
that the width of the wire is equal to the spacing between the coupled interconnects [18]. 

Example 7.1: 

Calculate the sheet resistances of Copper (Cu) having a metal 1 wire thickness of 
0.48 µm and metal 5 wire having a thickness of 1.6 µm. 

SOLUTION: 

As we can observe from Table 7.4, the resistivity of Cu ≈ 1.7 µΩ cm, therefore 
using equation (7.52) 
The sheet resistance for metal 1, 

° x 1.7˜µ˝˜cm 
R = = = 35.42˜m˝ /sqr Tx 0.48˜ mµ 

FIGURE 7.10 Interconnect structure placed above the dielectric surface. 
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TABLE 7.6 
Parameters Used for 180 nm Process Technology for Metal-6 

Layer Wx (nm) Tx (nm) hg (nm) Sx (nm) Aspect Ratio 
1 250 480 800 250 1.9 

2 320 700 700 320 2.2 

3 320 700 700 320 2.2 

4 540 1080 700 540 2.0 

5 800 1600 1000 800 2.0 

6 860 1720 1000 860 2.0 

Similarly, for metal 5, 

° x 1.7˜µ˝˜cm 
Rsqr = = = 10.625˜m˝ / 

Tx 1.6˜µm 

From this example, one can easily understand that for longer interconnects, the 
impact of resistance cannot be simply ignored just because of the small value of 
sheet resistance in mΩ/  as ignoring these will give an inaccurate analysis of the 
system. 

Example 7.2: 

Assuming that metal 1 wire having width and length of 1.2 µm and 0.007 m, 
respectively. Find out the resistance of metal 1 made of Cu. 

SOLUTION: 

The resistance of metal 1 made of Cu can be calculated as 

RCu = Rsqr W
Lx

x 
° 

L 0.007x −3RCu = Rsqr = (35.42 × 10 ) = 206.62˜˙ 
Wx 1.2 10−6× 

7.4.2 INTERCONNECT INDUCTANCE ESTIMATION 

At high operating frequency and lower technology node, the accurate estimation of 
inductance is essential in order to check the overall system performance. The induc-
tance appears when the current fows through the conducting wire that produces 
electromagnetic fux around and stored the energy. According to Faraday’s law, the 
voltage induced across the inductive element can be observed, when there is a change 
in the fow of current on conducting wire and can be expressed as 

di
V L  (7.53) ˜ =  

dt 
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The inductance and resistance values also get affected by skin and proximity effect 
due to change in the current fowing through conducting wire caused by an increase 
in the frequency. In addition to that, the inductance of the wire that depends on the 
width, thickness, and length can be calculated as 

µ � ˙ 2l ˘ L �
L = 0 Lx ln ̂̌  �� + x + 0.2235( + )w t  (7.54) 

2˛ �� w t  ��+ 2 

Example 7.3: 

At 180 nm technology, calculate the overall inductance of a 1000 µm metal 1 wire 
having width and thickness of 0.6 µm and 1.32 µm, respectively. Consider the 
inductance of a metal 1 wire above the feld oxide of thickness 0.53 µm. 

SOLUTION: 

Using equation (7.54), we can fnd the inductance of wire as 

4° × 10−13 � ˙ 2 × 1000 ˘ 1000 �
L = 1000 ln + 0.2235(0.6 + 1.32) � ˇ � + �° � ˆ + � �2 0.6 1.32 2 

L 2 10−13 [6948.577 + 500.89502]= ×  = 1.4899˜pH 

Inductance effect: In a transmission line, the impact of inductance and capaci-
tance has to be considered and that can be identifed based on the criterion: If 
the different two node values are calculated along the wire, then the inductance 
should be considered and the wire is termed as transmission line, otherwise it can 
be ignored. 

On the other hand, one can also understand that when we need to con-
sider the inductive effect on the transmission line by estimating the rise time 
at the output of the driving buffer. In this regard, if the round trip time of the 
signal is lesser than the rise time, then the inductive effect can be neglected 
[19, 20]. Consequently, the wire length has a lower bound above which the 
wire inductance should be considered. Based on the above statement, it can 
be related as 

tr 2 L˜ Lx ˜ (7.55) 
2 LC R Cx x x 

where v = 1/ LCx  is denoted as signal velocity and Z0 = L/Cx  is referred to as 
the characteristics impedance of the wire. In some of the case, this range can be 
nonexistence based on the following condition 

L 
t > 4 (7.56) r Rx 

This shows that under these conditions, the impact of inductance is not having an 
effect for any length. 
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Example 7.4: 

Assume that the 0.8 µm width of a wire exhibits a sheet resistance of 68 mΩ/  , 
per unit length capacitance of 0.12 fF/µm, and per unit length inductance of 
0.4 pH/µm, respectively. Calculate the range of wire length in which the induc-
tance needs to consider if 

1. The signal rise time is 2 ns. 
2. The signal rise time of 18 ps. 

SOLUTION: 

1. For a give rise time of 2 ns, the range of wire length as per equation (7.56) 
can be obtained as 

L 
tr > 4 

Rx 

0.4˜pH/ mµ
2˜ns > 4 = 0.02˜ns 

68˜m˙ / (1 /0.8˜) m)(    µ 

Hence, we can observe that for any length of wire, the consideration of 
wire is not important. 

2. For a given rise time of 18 ps, using equation (7.56) 

0.4˜pH/ mµ
0.018˜ns 4  = 0.02˜ns> 

68˜m˙ / (1 /0.8˜) m)(    µ 

Hence, it does not obey the inequality equation, In this regard, we need 
to consider the impact of inductance for the given length range of the 
wire. Using equation (7.55), we can conclude that the interconnect 
inductance is important when length falls between the following two 
ranges: 

tr 2 L˜ L ˜ 
2 LCx 

x Rx Cx 

0.018˜ns 2 0.4 µ 
pH
m 

pH 
˛ Lx ˛ 

2 0.4 × 0.12˜fF/µm 80˜m˝ µ/ m  0.12˜fF/µm 
µm 

1.29˜mm ˜ Lx ˜ 1.45˜mm 

Thus, the fnal wire length range varies between 1.29 mm < Lx < 1.45 mm. 

7.4.3 INTERCONNECT CAPACITANCE ESTIMATION 

In this section, different types of capacitance acting on the wire are explained in 
detail such as parallel plate and fringing feld capacitance. 
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7.4.3.1 Parallel Plate Capacitor 
We have already discussed the formation of capacitance between two parallel plates 
in Subsection 7.3.3. Considering the overall area of metal plate A and distance 
between plates as Tx, the parallel plate capacitance can be obtained as 

° ° r d, ie r d, ieC = A = W L  (7.57) p p  x x2 Tx Tx 

° × ° 
C 2 = r 0 W L  (7.58) p p  x xTx 

7.4.3.2 Fringing Capacitance 
As the CMOS technology continues shrinking and their feature size reducing, the 
thickness of wire is not scaled with the same factor. The reason behind not scaling 
the thickness is due to maintaining the overall cross-sectional area as large as pos-
sible by keeping the minimum sheet resistance [21]. Due to that, the capacitance 
between sidewall and substrate occurs signifcantly which is known as a fringing 
capacitance, as shown in Figure 7.5. In the deep submicron technology, the impact 
of fringing capacitance cannot be ignored. The fringing capacitance of a wire can 
be obtained as 

˝ T ˇ 
C fringe = °2 r die ln 1+ (7.59) , ˆ 

x 
�˙ hg ˘ 

where the digit 2 indicates that both sides of the wire have been considered. 
The total capacitance in per unit length can be obtained by the sum of the parallel 

plate and fringing capacitance as 

Ct = Cp2 p + C fringe (7.60) 

7.4.3.3 Lateral Capacitance 
Apart from parallel and fringing capacitance, the lateral capacitance also has a major 
impact on interconnect and mainly formed due to two-wire placed closely to each 
other on the same plane. The lateral capacitance in p.u.l. for the closely spaced wires 
can be calculated as 

° Tr die xC = , (7.61) lateral s 

Example 7.5: 

Consider the wire made of metal 1 placed above the dielectric constant with a 
thickness of 0.62 µm. Calculate the total capacitance in p.u.l. and total capaci-
tance for 100 µm length having a width of 0.6 µm and thickness of 0.7 µm, 
respectively. 
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SOLUTION: 

For a given data, we can calculate the parallel plate capacitance as 

° × ° 
C 2 = r 0 W Lp p  x xTx 

−123.9 8.854 × 10
Cp p  =

× 
0.6 10−06×

−062 0.7 10× 

Cp p  = 29.598˜aF/µm2 

Similarly, the fringing capacitance can be calculated as 

˝
ˆ
˙ 

C = °2 r die ln 1  , + Tx 

hg 

ˇ
�
˘

fringe 

−12 ˝ 0.7 10× −06 ˇCfringe 2 3.9 × 8.854 × 10 lnˆ1 
−06 �= ×  +

˙ 0.62 × 10 ˘ 

Cfringe = 52.187˜aF/µm 

The total capacitance of the wire is the sum of the parallel plate and fringing 
capacitance and can be expressed in p.u.l. as 

C = C + Ct p2p fringe 

Ct = 29.598 + 52.187 = 81.785˜aF/µm 

At 100 µm of interconnect length, the total capacitance can be obtained as 

C = C × Lwire t x 

Cwire = 81.785 × 100 × 10−06 

Cwire = 8.1785˜fF 

Example 7.6: 

Using 180 nm technology, assuming the following parameter based on the 
ITRS benchmark as width = 0.6 µm, thickness Tx = 0.7 µm, dielectric thickness 
hg = 0.62 µm, and spacing between the wire s = 0.6 µm. 

a. Calculate parallel plate, lateral and fringing capacitance. 
b. Calculate middle wire capacitance when it is closely packed. 
c. Calculate middle wire capacitance when it is separated with wider space. 

SOLUTION: 

a. We can obtain the parallel plate, lateral, and fringing capacitance using 
equations (7.58), (7.59), and (7.61) as 
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The parallel plate capacitance will be 

° × ° 
C 2 = r 0 W Lp p  x xTx 

−123.9 8.854 × 10× −06= 0.6 10 Cp p2 ×
×

−060.7 10 

Cp p  = 29.597˜aF/µm2 

And lateral capacitance 

° Tr die xC = , 
lateral S 

−12 −063.9 8.854 × 10 ×× × 0.7 10 =Clateral −060.6 10× 

Clateral = 40.286˜aF/µm 

The fringing capacitance of interconnect can be obtained as 

˝ ˇ 
fringe r die ˆ 

TxC = °2 , ln 1+ �
˙ hg ˘ 

−12 ˝ 0.7 10−06 ˇ×
Cfringe 2 3.9 × 8.854 × 10 lnˆ1 �= ×  +

˙ 0.62 × 10−06 ˘ 

Cfringe = 52.187˜aF/µm 

b. The capacitance of the middle wire can be calculated when it is closely 
spaced 

C = 2C + 2C + Cwire p p  fringe2 lateral 

Cwire = 2(29.597) + 2(40.286) + (0.00) 

Cwire = 139.766˜aF/µm 

c. The capacitance of the middle wire can be calculated when it is widely 
spaced 

C i = 2C + 2C + Cw re  p2p  lateral fringe 

Cwire = 2(29.597) + 2 0.00( ) + (52.187) 

Cwire = 111.381̃ aF/µm 

7.5 CALCULATION OF INTERCONNECT DELAY 

Since the last decade, the overall performance and robustness of interconnect have 
degraded with shrinking technology. It has resulted in signifcant attention toward 
the interconnect delay at the higher operating frequency. As per the current layout 
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structure, it has been observed that interconnect has closer proximity and higher 
density that shows a signifcant impact on the overall performance of VLSI technol-
ogy. In the early stage of the VLSI industry, only the impact of capacitance was con-
sidered, which was enough for the delay model due to lower operating speed. With 
the advancement of technology and complex geometry, for longer interconnect, the 
resistance has started dominating the overall performance. Therefore, for advanced 
technology, the impact of inductance has become an important factor that needs to be 
considered accurately while modeling. Currently, in most of the circuit, interconnect 
delay contributes almost 70% delay in comparison to the overall delay. Therefore, 
interconnect delay cannot be ignored while modeling the VLSI circuit. In order to 
understand the impact of parasitics (resistance, capacitance, and inductance), differ-
ent delay model has been proposed to simplify the electrical model of interconnect. 

7.5.1 RC DELAY MODEL 

The performance of the interconnect can be estimated using the RC delay model 
that can be categorized as a lumped and distributed model [22]. The most commonly 
used models are RC-lumped and RC-distributed model in the early stage of the VLSI 
industry. 

1. RC-lumped model: For beginners, this model is the simplest electrical 
model of interconnect that consists of a single time constant of the RC cir-
cuit, as shown in Figure 7.11. When only one aspect of circuit behaviors is 
required to understand, then considering only a single RC-lumped circuit is 
enough while it has a small inductive effect and less operating frequency. 
The resistance and capacitance values exhibited by an ideal wire are zero. If 
we assume the interconnect exhibits resistance and capacitance as Rint and 
Cint for an interconnect length of Lx, we can estimate the parasitics of the 
interconnect as 

R = R × L (7.62) w  int x 

Cw = Cint × Lx (7.63) 

FIGURE 7.11 A simple lumped RC network. 
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FIGURE 7.12 Electrical equivalent models of interconnect. 

where the p.u.l. resistance and capacitance of interconnect can be denoted 
as Rint and Cint, respectively. The time constant of the interconnect driven by 
RC driver can be computed as 

˛ = (R × C ) + (R + R )C (7.64) wire dr dr dr w w 

The lumped model can be confgured in three different ways: L-, Pi-, and 
T-model as, shown in Figure 7.12. 

Assuming that the series RC electrical model of interconnect has a con-
stant voltage supply at time t = 0, then the output voltage across the capaci-
tor of the simplest RC model can be obtained as 

˛ − t ˆ 
out inV ( )t = V 1− e RC (7.65) 

˝̇ ˇ̆ 

The 50% input–output delay for the rising output at t = °  50% can be com-
puted as 

VinVout ( )t = (7.66) 
2 

50%V ˛ − � ˆin = Vin 1 − e RC (7.67) 
2 ˝̇ ˇ̆ 

˛50% = RC ln(1/0.5) = 0.6931RC (7.68) 

Hence, the 50% propagation delay for an RC network is 

˜50% = 0.6931RC 

Similarly, 10% and 90% propagation delay can be found as 

10%˛ − � ˆ
0.1V = V 1 − e RC

in in ˝̇ ˇ̆ 

˛10% = RC ln(1 /  0.9) = 0.1054RC (7.69) 
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90%˛ − � ˆ
And for 90%, 0.9Vin = Vin 1 − e RC 

˝̇ ˇ̆ 

˛90% = RC ln(1 /  0.1) = 2.3026RC (7.70) 

Therefore, 10–90% propagation delay can be obtained as ̃ 10−90% = ˜90% − ˜10% 

˜ = 2.3026RC − 0.1054RC10−90% 

˜10−90% = 2.2RC (7.71) 

As we know, the accuracy of the lumped network is an approximation of 

ˆ
ˇ 

the actual transient response of interconnect. The accuracy of the L-model 
can be signifcantly improved by splitting the resistance at both the ends as 
-model, as shown in Figure 7.12 T . 

˛
˝ 

2. RC-distributed model: Though the RC-lumped model is good for short 
wires, it is pessimistic and inaccurate for longer wires. Consequently, the 
distributed RC model is preferred for longer wires in which the resistance 
and capacitance of the wire are distributed along its entire length, as shown 
in Figure 7.13. 

Let the total interconnect resistance and capacitance be denoted as R and 
C, respectively along with the length lx. The interconnect line is divided into 
N-segment having distributed resistance (r) and capacitance (c) of each line 
in per unit length. It can be defned as 

R C lxr = ,˜c = ,˜and ˜ l° =  ˜ (7.72) 
lx lx 

x N 

N 
2 2 � 1+ N �˜( ˆ x ) l ˆ x ( ( / ) �� 2 � (7.73) ˝delay = ir l cˆ =x rc l( ) 1 2 3+ + +…+ N ) = rc lx N � N 

i=1 

˙ ˘ 
1 + N2rcl (7.74) = x 2N 

˝ 1 + N ˇ rclx 
2 RC ˜delay = lim rclx 

2 ˆ � = = (7.75) 
N �� ˙ 2N ˘ 2 2 

FIGURE 7.13 N-segment distributed RC network. 



   

 
 
 

 

 

  

222 Introduction to Microelectronics to Nanoelectronics 

FIGURE 7.14 The distribution of L, π, and T-model into N-segment. 

Therefore, it can be observed that the delay of the wire is proportional to 
the square of its length. Further, the Elmore delay of distributed network 
exhibits approximately 2 times improved performance as observed from 
expressions (7.68) and (7.75). 

Moreover, the lumped model, as shown in Figure 7.12 can also be repre-
sented in distributed form for L, π, and T model as depicted in Figure 7.14. 

7.5.2 ELMORE DELAY MODEL 

The Elmore delay has proven to be extremely useful formulas. Apart from inves-
tigating interconnect using the Elmore delay, it helps the reader to understand the 
impact of delay approximation by considering a simple RC network as described in 
Section 7.3.4 [14, 23–25]. Further, for an N-stage RC cascade connection, as shown 
in Figure 7.15, the propagation delay can be obtained based on Elmore delay as 

˛ = NRC  + (N − 1)RC + + 2RC + RCElmore 

1 2= N N( + 1)RC ˇ N RC 
2 

FIGURE 7.15 N-stage RC network in cascade form. 
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FIGURE 7.16 Four input NAND gate (a) logic circuit and (b) equivalent electrical network. 

Example 7.7: 

Find out the propagation delay of four input NAND gate, as shown in Figure 7.16 
using Elmore delay. 

SOLUTION: 

Assuming that the output capacitance is the sum of all the capacitive parasitics 
of NMOS and PMOS transistors, the worst-case delay can be observed when 
the output voltage is discharged to the ground. In this case, the input voltage 
is zero. Hence, the propagation delay at the output node for an RC cascade 
network is 

˛ = C R  + C R  + R + C R + R + R + C R + R + R + RElmore(out ) y z  x ( y z ) w ( x y z ) out ( w x y z ) 

7.5.3 TRANSFER FUNCTION MODEL BASED ON ABCD PARAMETER MATRIX 

The performance of the interconnect can be validated analytically using the ABCD 
parameter matrix. The ABCD parameters are constant and used to analyze the trans-
mission line [26]. The input voltage and current supplied to passive, linear, and bilat-
eral elements of the transmission line can be expressed in terms of output voltage 
and current. Considering two-port or four-terminal networks, the input voltage can 
be expressed in terms of output voltage and current as 

V = AV + BI (7.76) in out out 

Iin = CVout + DIout (7.77) 
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where the circuit constant parameters of the transmission line are denoted by A, B, C, 
and D. These constant parameters values can be calculated using the above expres-
sion. We can consider the following two cases: 

Case 1. Open a terminal of receiving end: In this case, the current fowing 
through the load will be zero, i.e., Iout = 0 

Vin = AVout  and A = V
Vin  unitless 
out 

From equation (7.77) 
inI = CV  and C = I  unit mho that shows open circuit conductance. in out Vout 

Case 2. Short circuit terminal of receiving end: In this case, the voltage across 
the load will be zero, i.e., Vout = 0 

V = BIin out 

VinB = 
Iout 

The unit will be the same as impedance and denoted as ohm sometimes also called 
short circuit resistance. 

inSimilarly, I = DI  and D = I  unitless in out Iout 

The ABCD parameters have some unique features such as 
(a) For a given system, it follows 

A D= ˜and˜  AD − BC = 1 

7.5.4 FINITE DIFFERENCE TIME DOMAIN MODEL 

It is one of the most powerful numerical techniques. Firstly, FDTD was developed 
to solve the time-domain Maxwell’s equations [27–29]. Later on, it was adopted to 
solve the transmission line by segmenting the interconnect lines into multiple small 
segments in space and time, as shown in Figure 7.17. The interconnect line can be 
described by the telegrapher’s equation whereas the associated parameters are volt-
age (V), current (I), as shown in Figure 7.18, and interconnect line is modeled by the 
resistance, capacitance, and inductance elements. After modeling the wire into the 
RLC element, the interconnect line is established within the boundary condition of 
the near and far end region. Using driver-interconnect-load setup, either a resistive 
driver or a CMOS driver can be used at the near end to drive the interconnect lines 
that are terminated with load capacitance at the far end region. After that, the boundary 
condition must be incorporated within the computation region to obtain the overall 
accurate performance. This method provides higher accuracy if it obeys the following 

FIGURE 7.17 Distribution of voltages and current along interconnect of length L. 
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FIGURE 7.18 Voltage and current fow with time and space for interconnect line. 

conditions such as (i) spatial step size must be small enough as compared to the wave-
length, (ii) time step must be small enough to satisfy the Courant condition. 

The capacitive coupled interconnect line can be described by the Telegrapher’s 
equations as 

d
V z t, + RI z t, + L

d
I z t( ) = 0 (7.78a) ( )  ( )  ,

dz dt 

I z t, + GV z t, + C V z t, = 0 (7.78b) 
d ( )  ( )  d ( )
dz dt 

where V and I are M × 1 voltage and current column vector along the coupled trans-
mission lines and can be observed as 

° V

V

V 

(1) 

(2) 

(3) 

 
V M( )  

°˙ 
ˇ 
ˇ 
ˇ 
ˇ 
ˇ 
ˇ 
ˇ̂ 

˜and˜ I = 

˝ 
˝ 
˝ 
˝ 
˝ 
˝ 
˝̨ 

I

I

I 

(1) 

(2) 

(3) 

 
I M( )  

˙ 
˝ 
˝ 
˝ 
˝ 
˝ 
˝ 
˝̨ 

ˇ 
ˇ 
ˇ 
ˇ 
ˇ 
ˇ 
ˇ̂ 

V = ,˜respectively 

The parasitics of interconnect such as resistance, inductance, conductance, and 
capacitance in p.u.l. of the coupled line of M × M matrices can be expressed as 

˙ 1 (1,2)  (1,2) N ˘(1, )  ˙ 1 ˘ L M M … MR 0 0 0 … 0 d j j jd ˇ �ˇ � (2,1) 2 (2,3)  (2,N )
ˇ 0 Rd 

2 0 0 … 0 � ˇ
ˇ

M j Ld M j … M j 
�
� 

3 (3,1)  (3,2) N[ ]R = ˇ 0 0  Rd 0 … 0 � ,˜[ ]L = ˇ M M L3 … M (3, )  � ,ˇ � j j d j
ˇ �ˇ

 0 0 0 … 0 � 
   … ˇ �ˇ �0 … 0 0 … RN ˇ ( ,1)N N ( ,3) N �( ,2) N ( )ˇ d �N N× ˆ

M M M … L 
�N N  

ˆ � j j j dˇ � × 
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˘ N � 
� 1 1,i 1,2  1,3 1,N �C + C −C −C … −Cd c c c c˜� � 

i=2� � 
� N � 

2,i 2 2,i 2,3  2,N−C C + C −C … −C� c d ˜ c c c � 
and˜[ ]C = � �i=2

� �
   … � � 

N −1� � 
N N i,� 0 0 0 0 Cd + C̃c � 

� �
i=2� �N N× 

whereas, Rd, Cd, Cc, are the distributed resistance, capacitance, coupling 
capacitance, respectively. The series inductance LN

d is the sum of magnetic LN
e 

( ,1) . The M jNN
d 

referred to as mutual inductance and it can be considered zero if the impact is 
neglected. 

Using the central difference method on discretized interconnect line into equa-
tions (7.78a) and (7.78b), the voltage and current expression can be obtained as 

n+1 n n+1/2  n+1/2  V = [ ]E F[ ]V + E /ˇz I}[ − I ] (7.79) k k {[ ]  k−1 k 

n+3/2  n+1/2  n+1 n+1Ik = [ ]B D I[ ] k + [ ]B V[ k − Ik+1 ] (7.80) 

−1 −1
where [ ]E = ( /ˆ + /2 ,˜[ ] = (C t G/ /2 , B = ˆ ˆz / t L) ( z /2 R] , and C t G ) F ˆ − ) [ ] [( + ˆ ) 
D z / t L − ˆz /2)R= ˆ ˆ  [ ] [( ) ( ] 

At the interconnect near end terminal, the current and voltage are represented by 
I0 and V0, respectively as 

n+1 n n+1 n+1V = {1/ ̆�(C /ˆt) + 1/R ��} �̆(C /ˆt V) + (U R/ )V − I �� (7.81) 0 tr tr tr 0 tr s 0 

n+1 n+1 n+1I = (1/R )[V − V ] (7.82) 0 fix 0 1 

The current and voltage at far end terminal of interconnect are represented as 

and kinetic inductance LN
k  and can be denoted as L( ) N

kL N
eL  is += 

˛ ˙n+1VN +2 1EF E −1 1/2 + +1 ZVN 
n VN I I+ +�

�̋ 
n n �

�̂ 
(7.83) = 1 1N N+ +Z Z Z Z 

ˇ
˛
˝ˇ

˛
˝U z UzR zR 

n+1 n+1 n+1IN +1 = (1 /  Rfix ) ˙̂VN +1 − VN +2 ˇ̆ (7.84) 
Z Z Z 

n+1 n nV = V + (˙ / )t C I  (7.85) N +2 N +2 L N +1Z Z Z 

The propagation delay can be obtained by solving the voltage and current expression 
(7.78) to (7.85) in space and time for interconnect. 

˙
ˆ

˙
ˆ

2 2RˇE E+ + fix2 2fix fix 



 

 
 

 
 
 
 
 
 
 
 
 

 
  

 

  

  
 

 

227 VLSI Interconnect and Implementation 

7.6 ESTIMATION OF INTERCONNECT CROSSTALK NOISE 

The interconnect performance mainly affected by the inductive and capacitive phe-
nomenon generated between the coupled interconnect line [30, 31]. The crosstalk effect 
can degrade or is responsible for digital logic faults or data loss. The major source of 
crosstalk is coupling capacitance between the lines, as depicted in Figures 7.19 and 7.20. 

The crosstalk in interconnects primarily depends on the switching characteristics of 
coupled lines. Depending on the switching behavior, crosstalk can be categorized into 
functional and dynamic types [32]. With reference to a ground line, when an aggressor 
line is excited with a pulse input, the victim line experiences a voltage spike as a peak 
noise known as the functional crosstalk, as shown in Figure 7.20(a). The VLSI designer 
needs to be careful while designing interconnect to have an acceptable range of extra 
peak noise such that it cannot give any false logic state on the victim line. On the other 
hand, dynamic crosstalk can be experienced when the aggressor and the victim line 
are excited by simultaneous pulse inputs [33, 34]. Under this category, the input switch-
ing for the aggressor and victim lines be either in the same direction (in-phase) or in 
the opposite direction (out-of-phase), as depicted in Figure 7.20(b). In order to have 
analytical exposure of peak noise Vpeak, the model shown in Figure 7.19 can be derived 
using step-input pulse as 

Vpeak (Rdr + RintV )Cc= (7.86) 
V (R + R )(C + C + C ) + (R + R )(C + C + C )dd dr intA intA LA c  dr  intV  intV  LV  c 

where the peak noise and supply voltage are denoted as Vpeak and Vdd. The Rdr and Cdr, 
RintA and RintV are the effective driver resistance and capacitance, lumped resistance 

FIGURE 7.19 A capacitive crosstalk modeling of coupled interconnect. 
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FIGURE 7.20 (a) Effect of crosstalk noise (b) 50% extra delay due to opposite switching. 

of aggressor and victim wire, respectively. The CintA and CintV , CLA and CLV are the 
lumped capacitance of aggressor and victim wire, load capacitance of aggressor, and 
victim fanout gate. The coupling capacitance can be denoted as Cc. 

7.7 ESTIMATION OF INTERCONNECT POWER DISSIPATION 

As we know that the load capacitor (CL) consumes energy when an input pulse is 
applied with amplitude to interconnect lines. The performance of the DIL system 
depends not only on delay but also on the power dissipation. Therefore, the power 
dissipation can be categorized as dynamic and static power dissipation. The dynamic 
power dissipation is due to the charging and discharging of load capacitance [35], 
whereas the static power dissipation is the leakage that occurs when the system is not 
powered or in standby mode. 

1. In case of dynamic power dissipation: When a certain amount of energy 
is drawn from the power supply, then the voltage rises from 0 to Vdd during 
the charging of load capacitance through PMOS transistor and the stored 
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FIGURE 7.21 Equivalent electrical circuit during low to high switching input. 

energy is charged in the PMOS transistor. On the other hand, the stored 
energy dissipates in the NMOS transistor due to the discharging of load 
capacitance during the high to low transition. Using an equivalent electrical 
network, as shown in Figure 7.21, we can derive an expression for energy 
consumption for low to high input switching while assuming that the input 
pulse has zero rise and fall time. During low to high switching, the energy 
Edd required is drawn from the supply and at the end terminals, the capaci-
tor is used to store the charged energy EC. The corresponding output voltage 
and current supply can be observed in Figures 7.22(a) and 7.22(b) and the 
energy can be expressed as 

˛ ˛ Vdd 

out 2E = i ( )  = C dt = C V dV = C Vt V dt V  (7.87) V V dd dd L L dd out L dd dd dd˜ ˜ dV ˜dt 
0 0 0 

˛ ˛ Vdd 
dV C V  2 

out L outE = i ( )  = V dt C  Vt V dt C  = dV = (7.88) 
dd dt 2C V out L out L out out˜ ˜ ˜ 

0 0 0 

FIGURE 7.22 (a) Output voltage and (b) supply current during charging and discharging of 
load capacitance. 
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The power consumption is measured by observing how many times it is 
getting switched from low to high and high to low [35, 36]. Assuming that 
the gate is triggered with on and off f0 1 times each second, then the power ˜ 
consumption is given as 

2Pdyn  = CLV f0 1  (7.89) dd ° 

where the frequency of energy-consuming transitions is denoted as f0 1˜ . 

Example 7.8: 

For CMOS inverter terminated with a load capacitance of 6 fF and driven by a 
supply voltage of 2.5 V. 

a. Calculate the amount of energy needed to charge and discharge of load 
capacitance. 

b. Assume that the CMOS inverter is switched at the maximum possible 
rate of 2tp, where tp = 32.5 psec, then fnd the dynamic power dissipation 
of the circuit. 

SOLUTION: 

a. As we know, the energy required for load capacitance for dynamic 
switching is 

E = C V  2 
dyn L dd 

Edyn = (6fF) (2.5)2 = 37.5˜fJ 

b. The dynamic power dissipation can be calculated as 

1 12 2 2P = C V f  = C V  = C Vdyn  L dd 0 1  L dd  L dd° T 2tp 

1 ° 1 ˙ 
Pdyn  = Edyn = (34.5 )fJ 

2tp ˛̋ 32.5˜ps ˆ̌ 

Pdyn = 580˜ Wµ 

2. Static Power Dissipation: The steady-state or static power dissipation of 
an electrical circuit can be expressed as 

P = I V (7.90) stat stat dd 

In CMOS inverter, the PMOS and NMOS transistors are never acting 
simultaneously during a steady-state region and hence the static current 
fowing through the inverter is equal to zero. Unfortunately, as shown in 
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FIGURE 7.23 CMOS inverter represents the source of the leakage currents at zero input 
voltage. 

Figure 7.23, the leakage current will fow in the reverse-biased junction of 
the diode, which is located between the source or drain and substrate. In 
addition to that, the leakage current can also be observed due to thermally 
generated carriers and that can be increased with an increase in the junction 
temperature of the transistor. 

7.8 SUMMARY 

This chapter can be summarized as follows: 

• A rigorous and in-depth information starting from interconnect scaling 
issues from micron technology to deep submicron technology. 

• The electrical modeling of interconnect was demonstrated that is used to 
calculate the performance in terms of propagation delay, crosstalk effect, 
and power dissipation using interconnect parasitics. 

• Performance analysis was demonstrated based on several delay models that 
are analytically presented for better understanding of the readers. 

• Finally, this chapter was concluded with the short, long, and MCQ-type 
question to check how effectively did the reader gain information from this 
chapter. 

7.9 MULTIPLE-CHOICE QUESTIONS 

1. Which technique is used to obtain the parasitics of interconnect such as 
resistance, capacitance, and inductance in VLSI design? 
a. Floor planning 
b. Extraction 
c. Placement and routing 
d. Testing 
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2. Identify the noise that degrades the integrity of signal due to vias, imped-
ance mismatch, stubs, and other interconnection discontinuities. 
a. Refection noise 
b. Power/ground noise 
c. Crosstalk noise 
d. All of the above 

3. In CMOS inverter, when the signal changes its value from input to output, 
fnd the propagation delay of a gate is the/as………….transition delay time 
for the signal. 
a. Lowest 
b. Average 
c. Highest 
d. None of the above 

4. The power dissipation varies with the ………….of the power supply voltage 
for static CMOS gate. 
a. Fourth 
b. Square 
c. Cube 
d. 1/8th power 

5. The speed of the CMOS logic gate mainly depends on which parameters? 
a. Gain factor of MOS 
b. Load capacitance 
c. Supply voltage 
d. All of the above 

6. Under which category, the power is dissipated due to charging and dis-
charging of load capacitance in the CMOS circuit? 
a. Dynamic dissipation 
b. Static dissipation 
c. Both a and b 
d. None of the above 

7. In which factor, the overall delay of the electrical circuit depends in accor-
dance with the scaling technology? 
a. The voltage through which capacitance must be charged 
b. Available current 
c. The capacitor to be charged 
d. All of the above 

8. The occurrence of ‘delay faults’ depends on which factor? 
a. Aging effects & opens in metal lines connecting parallel transistors 
b. Improper estimation of on-chip interconnect & routing delays 



 
 

 
 
 
 
 

 

 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

233 VLSI Interconnect and Implementation 

c. Variations in circuit delays & clock skews 
d. All of the above 

9. The interconnect spacing is scaled by which factor? 
a. α 
b. 1/α2 

c. α2 

d. 1/α 

10. Which impact can be observed in the die size due to a decrease in device 
dimension? 
a. Increases 
b. Decreases 
c. Does not affect 
d. Decreases and then increases 

11. The crosstalk noise……….during the increase in operating frequency 
a. Increases 
b. Decreases 
c. Does not change 
d. Doubles 

12. Identify the factors that defne the size of a transistor 
a. Channel length 
b. Feature size 
c. Width 
d. Thickness “d” 

13. Which factor is mostly considered for scaling? 
a. Constant electric scaling 
b. Constant voltage scaling 
c. Constant electric and voltage scaling 
d. Constant current model 

14. Which factor is responsible for the wiring capacitance? 
a. Fringing felds 
b. Interlayer capacitance 
c. Peripheral capacitance 
d. All of the mentioned 

15. Total wire capacitance is equal to 
a. Area capacitance 
b. Fringing feld capacitance 
c. Area capacitance + fringing feld capacitance 
d. Peripheral capacitance 
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7.10 SHORT ANSWER QUESTIONS 

1. List out three major issues of scaling the Cu interconnect. 
2. How the resistance of interconnect gets affected due to scaling? 
3. Defne the rise time and fall time of input waveform. 
4. Defne fringing capacitance and area capacitance. 
5. Explain the reason behind choosing a polysilicon layer for local interconnect. 
6. What is the pitch and aspect ratio of interconnect? 
7. Defne sheet resistance of interconnect. 
8. Defne lateral capacitance. 
9. Differentiate between the lumped and distributed RC models. 

10. Explain any two methods to reduce the impact of crosstalk effects on 
interconnect. 

7.11 LONG ANSWER QUESTIONS 

1. Explain the interconnect problem in Al and Cu material. 
2. Explain the different scaling categories of electrical modeling. 
3. Explain in detail 

i. Resistive interconnect 
ii. Capacitive interconnect 

iii. Inductive interconnect 
4. Derive an expression for the series RC circuit using ABCD parameters. 
5. Derive an expression for the RLC circuit based on ABCD parameters. 
6. Explain the crosstalk effect with a neat and clean diagram. 
7. Explain the types of power consumption in interconnect. 
8. Explain in which situation the impact of inductance can be ignored. 
9. Consider a rectangular interconnect structure that exhibits a resistance of 

69 mΩ/  , capacitance of 0.19 fF/µm, and inductance of 0.75 pH/µm in per 
unit length, respectively. 

Calculate the range of wire length in which the inductance needs to con-
sider if 
i. The signal rise time is 4 ns. 

ii. The signal rise time of 36 ps. 
10. Consider the wire made of metal 1 placed above the dielectric constant with 

a thickness of 0.85 µm. Calculate the total capacitance per unit length and 
total capacitance for 500 µm length having a width of 0.79 µm and thick-
ness of 0.98 µm, respectively. 
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VLSI Design and 8 
Testability 

8.1 PREAMBLE 

The increased complexity of integrated circuits (ICs) may cause the degradation of 
performance due to defects and faults. In order to have smooth functionality and 
defect-free circuit and devices, the testing and observability of ICs need to be grown 
for deep submicron technology. Technology enhancement and higher complexity of 
IC become the bottleneck for the circuit to work correctly and diffcult to test due to 
the faster clock speed. Therefore, the demand of delay testing and timing analysis are 
tremendously increased due to the higher operating frequency and miniaturization 
of technology. In general, the testing of circuit and devices can be done based on the 
three ways such as verifcation testing, manufacturing testing, and acceptance testing. 
The correctness of the circuits and devices can be done with the help of verifcation 
testing. The logic faults, parametric faults, and physical faults during the manufac-
turing of an IC can be done using the manufacturing test. The quality of the product 
and devices supplied by the VLSI industry need to be verifed and accepted by the 
user only after completing the acceptance test or performing incoming inspection. 
Recently, several works consist of fault simulation, test generation, design methodol-
ogy, and synthesis for testability. Therefore, this chapter provides a detailed informa-
tion and understanding regarding the testing, observability, and various fault models. 

8.2 BASIC DIGITAL TROUBLESHOOT 

In order to check the performance and correct functionality of fabricated chips, frst, 
it has to go through the testing process done within the lab environment. The lab 
environment is carefully arranged based on the requirements that should have the 
following features [1]: 

1. Power dissipation by the whole circuit needs to be measured by varying the 
supply voltage, VDD. 

2. All the analog and digital input and output pins are examined for any mal-
functions by providing real-world signal. 

3. Stability of an input clock signal is required to monitor. 
4. Slow and fast data transfer and exchange through the PCI is required to 

examine. 

8.2.1 MANUFACTURING TEST 

The manufacturing testing is established to verify the operation of whole gates that 
are situated within the IC to observe the proper functionality of a chip. This process 
of manufacturing testing is very important due to the malfunction and defects occur 
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during the chip fabrications or accelerated life testing (i.e., during these process, chips 
are passed through high stress under high voltages and temperature operation). The 
defects that can be observed on a chip are metal-to-metal layers, missing or damaged 
Vertical Interconnect Access (VIA), mixing of thin oxide layer with the substrate or 
well, and discontinuous wires [1]. The integrity of input–output pins is also tested just 
after the verifcation of internal gates in a chip to observe any malfunctions. 

8.2.2 TESTER AND TEST FIXTURES 

A chip or a system is going through a series of stimuli that can be done with the 
help of a device, known as tester [1]. Further, the results, obtained with the help of 
test equipment, as depicted in Figure 8.1, are monitored and stored based on the 
operations [2]. 

There are three types of test fxtures required in order to test a chip. They are: 

1. Testing of the unpacked die or wafer level can be done with the help of a 
probe card using a chip tester. 

2. A package part is also tested that requires a load board. 
3. Further, a bench level of testing can be performed using a Printed Circuit 

Board (PCB) that may be done with or without the help of tester. 

8.2.3 TEST PROGRAMS 

A high-level language is required to write the program in order to run the tester 
device for testing and verifcation operation. Moreover, the test program contains 
a set of input variables and a set of output variables based on the operation and 

FIGURE 8.1 Test equipment used in the VLSI industry. 



 
 
 

 

  

 

 

 

239 VLSI Design and Testability 

verifcation task [3]. The testing can be performed based on a comparative analysis 
between the asserted value and the fnal outcome of the test program. If the output 
of the test program does not match its reports, an error report is generated by setting 
the pattern into the test program. The set of variables that needs to be applied to the 
testers are: 

• Supply voltage and clock are required to set, 
• Physical tester pin and stimulus signal fle must be mapped and assigned, 
• The input and output pins of the tester are assigned along with their VOH/VIL 

levels. 

8.3 EFFECT OF PHYSICAL FAULTS ON CIRCUIT BEHAVIOR 

In this section, various fault models are briefy explained in order to understand the 
behavior of the circuits. The physical faults include defects in silicon substrate, oxide 
defects, process variation and environmental defects, contaminant and scratches 
defects, and photolithography defects [4]. These physical defects can introduce sev-
eral logical and electrical circuits’ faults. Therefore, the fault methods are helpful 
in order to check the reliability of the parts whether it is in a good or bad condition. 

8.3.1 FAULT MODELS 

Manufacturing of circuits and devices has to go through several testing procedures 
with the help of various fault models due to stressful operating condition [5]. With 
the help of fault models, the input test vectors are applied to Device Under Test 
(DUT) or Circuit Under Test (CUT) and compared it with the golden device/circuit. 
The faults can occur due to either physical and manufacturing defects or electrical 
faults that are described below. 

8.3.1.1 Line Stuck-at Faults 
When a particular line is stuck at either logic 1 or logic zero, it will remain at the 
same logic in the electrical circuit that will reduce the functionality of the circuit and 
provide an error log, which is known as Line stuck-at fault [6]. 

8.3.1.2 Transistor Stuck-at Faults 
If the operation of single or more than one transistors is stuck either at ON state 
(during which the transistor will always have drain and gate shorted and it results 
in conduction mode) or OFF state (during which the transistor will always be in 
the nonconducting condition), then this phenomenon is known as transistor stuck-at 
faults. 

8.3.1.3 Floating Line Faults 
These kinds of faults are generally observed when one or more nodes in a circuit 
do not have a physical connection and remain isolated that means there are physical 
breakdown that creates disconnection of nodes in a circuit [7]. 



 

 

 

 

 

240 Introduction to Microelectronics to Nanoelectronics 

FIGURE 8.2 Fault observation in metal 1 wire. 

8.3.1.4 Bridging Faults 
These types of faults primarily occur due to excess of metal material or conduct-
ing materials between two or more lines or circuit nodes that are shorted and mal-
functioned as depicted in Figure 8.2. These faults may also be generated due to the 
absence of an insulator between the lines [8]. 

8.4 TEST PRINCIPLES OF MANUFACTURING 

In this section, frst, the importance of different test methodologies for observing 
and controlling the behavior of an IC and systems is described. Later, the fault cov-
erage is explained by incorporating different test vectors on circuit nodes. Further, 
Automatic test pattern generation approach is adopted to reduce the burden faced 
by the designer along with the delay fault testing in on-chip and off-chip circuit and 
systems [9]. 

8.4.1 OBSERVABILITY 

In electronic circuits, the observability is the ability to measure the signal value at 
any node within the circuits while controlling the input of the circuit and observing 
its output. The observability plays an important role to check the particular node 
working as desired or not based on the operation [10]. From a good designer’s point 
of view, it is required to have better observability to identify the output gate nodes. 
This technique should be adopted by the designer based on some basic design for 
test technique. 

8.4.2 CONTROLLABILITY 

Controllability is the process wherein a particular node of an internal circuit is either 
set to logic 1 or logic 0. This process is important in keeping a higher degree of test-
ing environment for a particular signal within a circuit in an IC. The input pad is 
used to directly control the particular node. This phenomenon is quite diffcult as it 
has to go through several test cycles to achieve the right state. Moreover, the designer 
has faced a challenge in providing an easy way to generate the test sequence to set 
the right state for poorly controlled node while considering the simple design for test 
methodology [11]. However, a good controllability can be set via a global reset signal 
by making all fip-fop resettable globally. 
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8.4.3 FAULT COVERAGE 

Fault coverage can be defned as the higher percentage of testing and observability 
of circuit within the chips that contains several nodes. Hence, for a good qual-
ity, the circuits are required to have 98.5% of fault coverage such that it can have 
access to most of the nodes within the IC. The fault coverage can be used to iden-
tify the faults by following the different aspects of fault detection techniques. The 
nodes of the circuit are kept on the test using either stuck the node at 1 or at 0. 
Further, each circuit within the chips is simulated with the test sequence and vec-
tors and compared it with the golden circuit or golden machine [12]. The identifca-
tion of fault can be observed if the faulty machine or circuit has a discrepancy with 
the golden machine. Figure 8.3 demonstrates a general block diagram wherein a 
test sequence is applied to digital circuits that are under test and generated output 
response. Further, the output response is compared with the stored input response 
to identify the faults. 

8.4.4 AUTOMATIC TEST PATTERN GENERATION (ATPG) 

The ATPG is adopted by most digital designers to reduce the complexity faced by 
the test engineer. During the past decades, the test engineering begged the circuit 
designer to incorporate some extra test circuits to check the functionality in an 
easy manner. As the technology advances, the speed of an IC is increased by incor-
porating more number of transistors in a chip. Therefore, the designer and manager 
have reduced the test circuitry to maintain the cost of a die such that more number 
of gates can be implemented within the chip. With the increased complexity and 
density of an IC, the burden of test engineering increases before the invention of 
ATPG [13]. After the commercial use of ATPG tool, that provides a huge relief to 
the test designer, it has been adopted by the digital designer to achieve excellent 
fault coverage. 

FIGURE 8.3 A general block schematic of fault detection. 
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8.4.5 DELAY FAULT TESTING 

Delay fault within a circuit can be understood with the help of CMOS inverter, where 
the higher delay can be observed if the circuit will not be functioned as implemented. 
This phenomenon can be observed if one of the PMOS or NMOS becomes open that 
introduces a higher delay and affect the timing. Moreover, the crosstalk is also one 
of the major causes of increased delay within the circuits [6]. Several software have 
already been modeled in order to test the delay and become an important factor as 
technology advanced and density increases that can produce a higher degree of 
failure. Therefore, monitoring of delay fault model is essential. 

8.5 TEST APPROACHES 

In order to improve the controllability and observability of the internal nodes of 
chips, the designer needs to integrate the design and test circuits to have a better 
Design For Testability (DFT) [11]. In order to have lower manufacturing cost for 
testing, the design should have a good observability and controllability that allows 
a high degree of fault coverage using a few sets of test vectors. This section demon-
strates three main approaches that can be classifed as ad hoc testing, scan design 
test, and built-in self-test (BIST). 

8.5.1 AD HOC DFT TECHNIQUES 

A tricky way to test the functionality of the digital circuit is adopted in order to 
reduce the complex and time-consuming systematic approach; the designer adopted 
this approach from several years termed as ad hoc testing [1, 7]. This technique 
follows some important points that are described below: 

i. In order to reduce the cost of testing, the large circuits are segregated into 
several small sub-circuits. Testable chips frst need to be divided at every 
level and for every functional block from architecture to circuit using mul-
tiplexer or scan chains, as shown in Figure 8.4. 

FIGURE 8.4 A multiplexer inserted between the blocks to control the selection. 
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ii. For better and improved controllability and observability, each test chip 
must be inserted with a test access point such that it can easily be available 
to test the chips. 

iii. To enhance the predictability or functionality, the circuit (fip-fops) must 
be easily accessible and the reset pins need to be controllable from primary 
inputs to have more effective utilizations. 

iv. Physical isolation should be provided between analog and digital circuitry 
because the testing procedure of analog and digital circuits are completely 
different due to the requirement of diverse equipment. 

8.5.2 SCAN DESIGN TEST 

In VLSI industry, the circuits are designed based on the predefned standard design 
rules along with more than one Test Control (TC) pins that are required at the pri-
mary input. In order to test a chip, a shift register is used that can be obtained by 
replacing the fip-fop with Scanned Flip-Flop (SFF) connected in cascade form. 
The output of the frst SFF will act as input for the neighbor blocks by creating a 
chain series. The frst SFF block is straightforward by connecting with the input pin, 
known as SCAN-IN; similarly, that last block of SFF is connected with the output 
pin, termed as SCAN-OUT. The combinational logic of ATPG block is depicted in 
Figure 8.5 that is used to obtain the tests to identify all possible faults present [7]. 
Moreover, the manufacturing test utilizes the scan sequences that are obtained by 
converting ATPG test and the shift register test is also applied to perform the manu-
facturing test. 

FIGURE 8.5 A block diagram of scan structure to a design. 
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FIGURE 8.6 A block diagram of a typical BIST architecture with primary output. 

8.5.3 BUILT-IN SELF-TEST (BIST) 

Figure 8.6 presents the basic architecture of BIST that consists of three major hard-
ware blocks such as a response analyzer, a test pattern generator, and a test controller 
[14]. The frst step in this method is to generate the test pattern for the circuit that 
needs to keep into testing purposes. The generation of patterns can be done with the 
help of a counter, Read-Only Memory (ROM) with the stored pattern, and a Linear 
Feedback Shift Register (LFSR). After that, the test pattern applied to the test circuit 
is compared with the stored test pattern. Later, the signature analyzer can be done 
with the help of LFSR, where it analyzes the correctness of the test circuit using test 
response obtained during the process. The whole process can be done by activating 
the test using a control block such that the analysis can be smoothly done [15–16]. 
However, a test controller circuit is mostly used to perform several test-related func-
tions. Moreover, the BIST demonstrates several benefts such as 

1. The testing and maintenance cost are reduced due to reduced ATPG. 
2. The storage and maintenance of test patterns are reduced. 
3. The parallel process can be done for testing the circuits and reduces the 

time required to obtain the test results. 

8.5.4 IDDQ TESTING 

The presence of manufacturing fault can also be identifed in CMOS integrated cir-
cuit using IDDQ testing. This technique allows the current to fow such that the 
fault can easily be identifed in the quiescent state. Figure 8.7 shows a general block 
diagram of IDDQ testing, where the detection of fault can be observed by monitor-
ing the IDDQ current. In order to have a faster and accurate analysis, the IDDQ test 
should be very sensitive [17]. 

8.6 DESIGN FOR MANUFACTURABILITY (DFM) 

In engineering, the designers are used to design the product multiple times to 
achieve an effective way to make manufacturing the products easier and sim-
pler. This can be done by optimizing the several manufacturing process such as 
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FIGURE 8.7 A block diagram of IDDQ testing. 

fabrication, shipping, repair, delivery, procurement, assembly, and test [1, 7]. The 
demand of manufacturability can be increased by optimizing the circuits in the 
following ways: 

1. Physical: The circuit designer needs to reduce the impact of process defects 
in order to increase the manufacturability at the physical level. 

2. Manufacturing Process: In order to manufacture, the product with an 
appropriate process and technique can enhance the productivity and 
reliability. 

3. Redundancy: The architecture is required to embed with the redundant 
structure in order to compensate for the defective components and elements 
on a chip. For example: if there is any defective word while testing the 
memory in the particular array, then it is reconfgured to a reductant array 
of extra row instead of using the defective array. 

4. Power: The migration of metal can cause several failures in the circuits 
due to a rise in the power. The rise in the power can be observed due to 
an increase in current fow in the wire. Moreover, the RF devices or the 
devices that required higher power may cause performance degradation due 
to an increase in temperature over time. In order to overcome this issue, a 
suitable heat sinker or cooling fan should be used to remove the excess heat. 

8.7 SYSTEM ON CHIP (SOC) TESTING 

Testing of a system on a chip is known as SOC test, which is a challenging task 
due to complex circuits and devices. The design of SOC can be understood from 
placing multiple blocks on a single substrate like multiple devices on a single chip 
as depicted in Figure 8.8, and testing of such a system is quiet diffcult. In order to 
have a feasible testing procedure, the designer has preinstalled the specialized and 
confgurable embedded system on SOC such that the error and fault can easily be 
identifed and rectifed [7]. The use of an embedded system provides several advan-
tages such as higher fault coverage, specifc test speed, dynamic diagnostic options, 
and generation of test sequence for any random logic blocks. 
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FIGURE 8.8 A design of SOC having multiple devices. 

8.8 SUMMARY 

The chapter summarizes the important factor that needs to be considered for easy 
and effective testability and observability of circuits, devices, and systems. 

• A brief preamble was provided such that the reader can obtain enough infor-
mation related on testing of a complex circuit by generating the test vectors. 

• Several fault models were also demonstrated in order to identify the faults 
during the fabrication and under high stress due to high operating frequency. 

• Finally, this chapter concluded with short, long, and MCQ-type questions 
to check the reader to effectively gain the information from this chapter. 

8.9 MULTIPLE-CHOICE QUESTIONS 

1. DFT is considered in the production of chips because: 
a. Manufactured chips are faulty and are required to be tested. 
b. The design of chips are required to be tested. 
c. Many chips are required to be tested within short interval of time, 

which yields timely delivery for the customers. 
d. All of the mentioned 

2. ATPG stands for: 
a. Attenuated Transverse wave Pattern Generation 
b. Automatic Test Pattern Generator 
c. Aligned Test Parity Generator 
d. None of the mentioned 

3. A metallic blob present between drain and the ground of the n-MOSFET 
inverter acts as: 
a. Physical defect 
b. Logical fault as output is stuck on 0 
c. Electrical fault as resistor short 
d. All of the mentioned 
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4. The functions performed during chip testing are: 
a. Detect faults in fabrication 
b. Detect faults in design 
c. Failures in functionality 
d. All of the mentioned 

5. Delay fault is considered as: 
a. Electrical fault 
b. Logical fault 
c. Physical defect 
d. None of the mentioned 

6. The fault simulation detects faults by: 
a. Test generation 
b. Construction of fault Dictionaries 
c. Design analysis under faults 
d. All of the mentioned 

7. High resistance short present between drain and ground of n-MOSFET 
inverter acts as: 
a. Pull up delay error 
b. Logical fault as output is stuck at 1 
c. Electrical fault as transistor stuck on 
d. All of the mentioned 

8. The ease with which the controller establish specifc signal value at each 
node by setting input values is known as: 
a. Testability 
b. Observability 
c. Controllability 
d. Manufacturability 

9. The poor controllability circuits are: 
a. Decoders 
b. Clock generators 
c. Circuits with feedback 
d. All of the mentioned 

10. Large number of input vectors are used to set a particular node (1) 
or (0), to propagate an error at the node to output makes the circuit 
low on: 
a. Testability 
b. Observability 
c. Controllability 
d. All of the mentioned 
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11. Divide-and-conquer approach to large and complex circuits for testing is 
found in: 
a. Partition and Mux Technique 
b. Simplifed automatic test pattern generation technique 
c. Scan based technique 
d. All of the mentioned 

12. The ease with which the controller determines signal value at any node by 
setting input values is known as: 
a. Testability 
b. Observability 
c. Controllability 
d. Manufacturability 

13. The circuits with poor observability are: 
a. ROM 
b. PLA 
c. Sequential circuits with long feedback loops 
d. All of the mentioned 

14. Electromigration is a: 
a. Processing fault 
b. Material defects 
c. Time-dependent failure 
d. Packaging fault 

15. IDDQ fault occurs when there is: 
a. Increased voltage 
b. Increased quiescent current 
c. Increased power supply 
d. Increased discharge 

16. The quality of the test set is measured by: 
a. Fault margin 
b. Fault detection 
c. Fault correction 
d. Fault coverage 

8.10 SHORT ANSWER QUESTIONS 

1. Give some examples of practical BIST application in industry. 
2. What are three types of testing in VLSI? 
3. Defne IDDQ testing. 
4. Defne bridge fault. 
5. Defne stuck open fault. 
6. Defne delay fault. 
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7. Defne line delay fault. 
8. What is the meaning of fault model? 
9. Defne controllability. 

10. Defne test, fault detection, and fault correction. 

8.11 LONG ANSWER QUESTIONS 

1. What is Built-in Self-Test? Discuss the issues and benefts of BIST. Describe 
BIST architecture and its operation. 

2. Excluding the circuit under test, what are the four basic components of 
BIST and what function does each component perform? 

3. Explain the logic circuit showing stuck at 1 fault and stuck at 0 faults. Also, 
explain how they are indistinguishable. 

4. Explain the controllability and observability. 
5. Differentiate between gate delay fault and transition fault. 
6. Write a short note on Ad hoc testing. 
7. Explain DFM. 
8. Explain SOC testing. 
9. Write a short note on automatic test pattern generation. 

10. Explain any two methods of design testability. 
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Nanomaterials and 9 
Applications 

9.1 PREAMBLE OF NANOMATERIALS 

For the past several years, the nanomaterials have been a prime focus of the research-
ers due to the demand for nanotechnology-based devices and equipment. The concept 
of nanotechnology was frst introduced by the Nobel laureate in physics, Dr. Richard 
P. Feynman, for the popular title “There’s plenty of room at the bottom” in 1959 
[1]. Since then, nanomaterials have been explored and studied in detail in several 
domains, and experts from different felds, such as physics, chemistry, and biology, 
have come together for this revolutionary journey. In 1974, the term nanotechnology 
was frst described by Norio Taniguchi to defne the physical dimensions in a more 
precise way for the innovation of circuits, devices, and systems in the research feld. 
Nanomaterials can be utilized for different applications in many areas by manipulat-
ing the material structure to harvest several benefts [2]. Professor Norio Taniguchi, 
at the Tokyo University of Science, described the “top-down approach” by predicting 
the miniaturization and performance improvement in very-large-scale integration 
(VLSI) circuit and systems, fexible electronic devices, mechanical devices, etc. Ten 
years later, K Eric Drexler introduced a new way to create a large object from the 
nanoparticles or atomic components that uses the bottom-up approach, as depicted 
in Figure 9.1, for next-generation nanotechnology [3]. Based on the dimensionality 
that changes the properties of nanomaterials, these can be categorized as 0D, 1D, 
2D, and 3D nanomaterials. The term 0D can be defned when the fow of electrons is 
confned in all three dimensions that can be observed in quantum dots. The quantum 
wires (e.g., carbon nanotubes [CNTs]) are termed as 1D nanomaterials wherein the 
fow of electrons can be observed only in X direction; however, in 2D materials, such 
as thin flms (e.g., graphene sheet), the movement of free electrons can be observed 
in the X–Y direction. Moreover, in 3D materials, the fow of free electrons can be 
observed in the X, Y, and Z directions [3, 4]. 

9.2 INTRODUCTION TO CARBON NANOTUBES 

The carbon atom is primarily the key point that provides a diverse variety of compo-
nents when its allotropes are used. The bonding of carbon to carbon atom in different 
combinations can form the sp2 and sp3 hybridization and produce several new compo-
sitions such as fullerenes, graphite, diamond, nanotubes, nanoribbons, etc. Of several 
allotropes, the CNTs are widely used based on their applicability in different areas. 
The use of CNTs is only possible due to their extraordinary properties and adapt-
ability to be used remarkably in many academic and scientifc areas [5]. Moreover, 
the applicability of carbon-based material in the nano-regime opens a new gateway to 
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FIGURE 9.1 The process of top-down and bottom-up approach for nanoparticles. 

use them in several felds such as biomedical, sensors, defense, water treatment, etc. 
In this chapter, the primary focus is on the carbon allotrope-based nanotubes that are 
widely used for interconnect application because of the limited functionality of Copper 
(Cu)-based interconnect at lower physical dimensions. The CNTs are an alternative 
nanomaterial that are used in the semiconductor industry since the ingenious discovery 
by Sumio Iijima in 1991 [6, 7]. The CNTs are formed by rolling up a one-atom thick 
planar graphene sheet into a cylindrical structure. The carbon atoms are arranged and 
tightly bound in honeycomb (hexagonal) lattice structure wherein each carbon atom is 
connected to three neighboring atoms by forming sp2 hybridization. The cylindrical 
nanotubes are hollow and long having inner and outer diameter; these can be used as 
semiconductors, metals, and insulators depending on their defects and crystal orienta-
tion. In 1993, the single-walled carbon nanotubes (SWCNTs) were reported by Iijima 
as well as Bethune in separate works in the presence of cobalt-nickel crystal [6, 8]. 
Later in 1996, a pure SWCNT was produced by Smalley et al. using laser vaporization 
technique in the presence of cobalt and nickel [9]. 

9.2.1 THE CONCEPT OF CHIRALITY ON CNT 

The nature of CNTs is primarily dependent on the way in which one-atom thick gra-
phene sheet is rolled up to produce the nanotubes. However, the growth of CNTs in 
a realistic scenario does not incorporate the rolled-up phenomenon of the graphene 
sheet. Instead, it can be produced by using several chemical vapor deposition (CVD) 
processes that are primarily responsible for the direct growth of CNTs vertically over 
the substrate [10, 11]. The physical properties of CNTs can be distinguished by varying 
the diameter dia, angle θ (in the range of 0–30°), and a pair of chiral indices (n, m). The 
different scenario of CNTs that exhibit armchair, zigzag, and chiral structure can be 
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FIGURE 9.2 The illustration of honeycomb lattice structure along with electronic patterns 
and unit cells. 

obtained based on the analysis demonstrated in Figure 9.2. The pair of chiral indices 
(n, m) and diameter of CNTs are primarily responsible for the nature of the structure ˜°̃ ˜°̃ 
that can be semiconductor or metallic. The combination of two lattice vectors a1 and a2 ˜ °̃ ˜ °̃ ˜°̃  ̃˜ 
defnes the chiral vector Cv  as described by Cv = na1 + ma2 . The chiral indices (n, m) 
for armchair structure exhibit metallic behavior only when n and m values are equal; 
whereas for zigzag structure, one of the indices value must be zero (either n = 0 or 
m = 0) and it must satisfy n − m = 3i (where i is a positive integer) condition to behave 
as a metal or a semiconductor. On the other hand, the CNTs are termed as chiral for 
different values of n and m (i.e., n ≠ m and n ≠ 0). From the fabrication point of view, 
the growth of CNTs is a mixture of SWCNT and multi-walled CNT (MWCNT) that 
contains one-third metallic and two-third of semiconducting CNTs [5, 12–14]. 

Depending on the number of concentric cylindrical tubes, CNTs can be catego-
rized as SWCNT and MWCNT, as demonstrated in Figure 9.3(a) and (b), respec-
tively. If the nanotubes contain a single cylindrical wall with diameters ranging from 
0.7 to 4.33 nm, they are termed as SWCNTs; however, more than one cylindrical wall 
with the separation of interlayer van der waals distance of 0.34 nm can be treated as 
MWCNTs [15]. The chiral index (n, m) is the major factor in determining the diam-
eter of a CNT that can be defned as: 

3acc 2 2diaCNT = n + nm m  (9.1) +
° 

9.2.2 ELECTRONIC BAND STRUCTURE 

To understand the physics behind the electronic band structure of CNTs, it is required 
to understand the physical structure of CNTs and graphene nanoribbons (GNRs) as 
discussed in Subsection 9.2.1. Depending on the chirality, the CNTs exhibit different 
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FIGURE 9.3 The illustration of (a) SWCNT and (b) MWCNT. 

electronic properties such as metallic and semiconductor. The metallic behavior of 
CNTs is always observed for the armchair structure, whereas the zigzag structure 
can exhibit either semiconductor or metallic properties. Moreover, the electronic 
property of CNTs can also be altered by doping or creating defects on the structure 
to enhance the functionality based on the application for the electronic industry. 
The unit cell and formation of σ and π bond are depicted in Figure 9.4(a) and (b), 
respectively [15]. The characterization of the graphene sheet can be defned using σ 
and π bonds that are associated with the sp2 hybridization. The primary contribution 
toward the electronic transport properties of graphene and nanotube is due to the 
formation of delocalized π bonding and π* antibonding states due to the overlapping 
of Pz atomic orbitals [16]. However, the formation of σ bonding and σ* antibonding 
occurs due to splitting of sp2 hybrid atoms that lie far away from the Fermi energy 
and does not contribute to the electronic transport properties [17]. 

FIGURE 9.4 (a) Unit cell and (b) formation of σ- and π-bonds. 
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9.2.3 BRILLOUIN ZONE 

In solid-state physics, the frst Brillouin zone plays a major role and can be defned 
as Wigner–Seitz primitive cell of the reciprocal lattice that provides a brief con-
cept about the electronic band structure. The lattice structure of the graphene sheet 
does not demonstrate a Bravais lattice due to different orientations of atom A and 
B, but it can be viewed as an underlying square (oblique) Bravais lattice using ˜°̃ ˜°̃ 
two-atom basis. In Figure 9.4(a), the a1 and a2 are the two primitive lattice vec-
tors that defne the underlying square Bravais lattice and can be represented in the 
Cartesian X- and Y-axis as: 

˜°̃ ° 3 1 ˙ ˜°̃ ° 3 1 ˙ 
a1 = a a, ,˜and˜a2 = a,− a (9.2) 

˛̋ 2 2 ˆ̌ ˛̋ 2 2 ˆ̌ 

The magnitude of a primitive vector can be defned as a, where a is the lattice con-˜°̃ ˜°̃ 
stant and the lattice vector a1 and a2  can be separated with an angle of 60°. The length 
of the basis vector and the nearest carbon-to-carbon bonding distance (acc) can be ˜°̃  ̃˜ 
denoted as a = a = a = 3acc, and acc = 1.42086 Å, respectively [18]. The recipro-
cal lattice of primitive unit cells having A and B atoms, as shown in Figure 9.4(a), can 

1 2

°̃̃ ˜°̃ 
be represented using the basis vector b1  and b2  as depicted in Figure 9.5. The recip-

°̃̃ ˜°̃ 
2˝ 1 2˙ 1rocal lattice vector can be obtained as b1 = a ( ,1) and b2 = a ( , 1) by satis-

3 3 − 
°̃ ˜°̃ 

fying the condition ai .aj 2 ˛ij = °  . Moreover, the higher symmetry point Γ, Κ, and 

M—as mentioned with the dotted line inside the hexagonal structure of graphene, as 
shown in Figure 9.5—can be obtained using a tight binding energy model. Hence, 

˜°̃ ˜°̃ 
FIGURE 9.5 Reciprocal lattice of the primitive lattice vector a1 and a2  having atom A 
and B. 
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FIGURE 9.6 The energy dispersion relations of graphene [18, 19]. 

the electronic structure of the graphene sheet EGNR 
2D  can be approximated based on 

the expression given below: 

� �0.5 

2D � ˆ 3 � ˆ 1 � 2 ˆ 1 � �
E k k, ) = ±t 1+ 4cos ak cos  ak  4cos ak (9.3) GNR ( x y � x ˘ y � + ˘ y � �˘ �� ˇ 2 � ˇ 2 � ˇ 2 � �� � 

where, the transfer integral is denoted as t. 
Moreover, the 2D graphene sheet can be analyzed using expression (9.3) based 

on the E–K relationship, wherein the six corner points are highly symmetrical at 
the Dirac point as depicted in Figure 9.6. The energy dispersion plot consists of a 
conduction band that can be observed on the upper half (antibonding π*) and valance 
band on the lower half (bonding π). 

The point at which the conduction band and the valance band touch each other 
at the corners K and K′ of the frst Brillouin zone is known as the Fermi point and 
is denoted as kF and k′ F . Moreover, the density of state (DOS) at the Fermi level 
becomes zero due to that graphene representing the zero bandgap at the K-point 
because of the higher symmetry of carbon atoms A and B. 

9.3 OVERVIEW OF GRAPHENE NANORIBBON 

The strip of graphene having a width less than 50 nm can be defned as GNR that can 
be armchair and zigzag in structure depending on the arrangement of carbon atom on 
the edges as depicted in Figure 9.7(a) and (b), respectively. The theoretical model of 
GNR was effciently demonstrated by Mitsutaka Fujita research group in 1996. The 
analysis was carried out to demonstrate the impact of edge and scaling effect on GNR 
[20, 21]. Later in 2004, Konstantin Novoselov and Andre Geim succeeded to obtain 
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FIGURE 9.7 Two-dimensional view of (a) armchair and (b) zig-zag GNR. 

one-atom-thick monolayer of carbon atoms for the frst time; the same research group 
in 2007 reported that the number of graphene layers is primarily responsible for elec-
tronic properties of GNR [22, 23]. At the nanoscale regime, understanding the circuit 
behavior and electronic properties is essential to produce nanoelectronic devices based 
on the applications. Several research groups have reported the impact of edge rough-
ness on GNR and change in the electronic properties theoretically and experimentally 
to utilize in silicon technology [24]. Recently, GNR as a novel material has gained the 
attention of researchers working toward the production of nanoelectronic devices based 
on its semiconductor properties by opening the bandgap. Moreover, the zero bandgap 
also motivates the researchers to replace the conventional Cu material, due to its limited 
functionality at the nanoscale, with metallic GNR as an interconnect application. 

In addition, the GNRs can be classifed as single-layered GNR (SLGNR) and 
multi-layered GNR (MLGNR) based on the number of GNR sheets as depicted 
in Figures 9.8(a) and (b), respectively [25]. A single layer of GNR sheet is termed 
as SLGNR, whereas more than one layer of GNR sheet sandwiched with an inter-
layer distance of 0.34 nm is termed as MLGNR. Moreover, in Subsection 9.2.1, it 
is demonstrated that the armchair CNTs are always metallic in nature, while the 
chiral indices (n, m) in zigzag CNTs are responsible for metallic or semiconductor 

FIGURE 9.8 The structure of graphene as (a) SLGNR and (b) MLGNR. 
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behavior. However, the statement is conficted in the case of GNR, as the zigzag 
GNRs are always metallic while armchair GNRs can behave as metallic if N = 3i − 1 
or semiconducting if N = 3i or 3i + 1 (i is an integer) depending on the number (N) of 
atoms crosses the width [24, 25]. 

9.4 PROPERTIES OF CNT AND GNR 

CNTs and GNRs can be obtained from the carbon allotropes having a unique struc-
ture that provides an extraordinary property due to the arrangement of carbon atom 
in sp2 hybridization. It has been reported by several research groups that the CNTs 
and GNRs exhibit extreme strength and elasticity due to the tightly packed σ bond-
ing between carbon atoms. The strength of CNT/GNR (up to 48,000 K Nm kg−1) is 
observed as much higher than carbon steel (154 K Nm kg−1) and the elastic modulus is 
approximately 1 TPa or 1000 Gpa in case of SWCNT in comparison to the aluminum 
and steel where it is just 350 GPa and 210 TPa, respectively [26, 27]. Due to extremely 
thin monolayer thickness and high strength and tensile property, it is possible to easily 
bend it. Apart from this, a good thermal behavior of CNTs and GNRs provides higher 
transportation of electrons along the tubes, which is also known as ballistic conduc-
tion. Experimentally, it is observed that the graphene provides improved thermal con-
ductively of approximately 3500 W m−1 K−1 along the axis as compared to copper at 
room temperature. The stronger in-plane σ bonding is primarily responsible for the 
higher thermal conductivity below 20 K temperature and this behavioral change is 
used to develop nanoelectronic devices for molecular electronics, sensors and actuat-
ing devices, fexible electronics, etc. The CNTs and GNRs also exhibit a unique electri-
cal property based on the position of atoms and chiral indices [28]. 

Based on the structure, CNTs can exhibit semiconducting or metallic properties. 
Since the miracle material graphene have metallic behavior, the nanotubes must sat-
isfy the condition of n − m = 3i (where i is an integer), and hence the armchair struc-
ture always provides metallic properties. On the other hand, based on the chirality, 
CNTs can be either semiconductor or metallic. Depending on the theoretical approach, 
the metallic nanotubes exhibit an electric current density of approximately 4 × 109 A 
cm−2, which is 1000 times higher as compared to Al and Cu materials [29]. The elec-
tronic property primarily depends on the quality and defect-free structure of graphene. 
Table 9.1 displays the comparative analysis of different material properties. 

GNR, graphene nanoribbon; MWCNT, multi-walled carbon nanotube; SWCNT, 
single-walled carbon nanotube. 

9.5 FABRICATION APPROACHES FOR GRAPHENE 
NANOSTRUCTURE 

This section describes the fabrication techniques to realize the depth insight into the 
nanostructure in real time. As the fabrication of electronic devices is required based 
on the demand of nanodevices and components such as transistors, photodetectors, 
and sensors in the VLSI industry, this subsection provides a general procedure of 
graphene fabrication techniques [30]. In the recent past, several techniques have 
already been developed for the fabrication of the graphene nanostructure; these can 
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TABLE 9.1 
Important Material Properties and Their Comparison 

Properties 
Mean free path at 300 K 

Maximum current density Jmax (A/cm2) 

Tensile strength (GPa) 

Temperature coeffcient of resistance 
(× 10−3/K) 

Melting point (K) 

Density (g/cm3) 

Thermal conductivity (×103 W/m K) 

Tungsten 
33 

108 

1.51 

4.5 

3695 

19.25 

0.173 

Cu 
40 

107 

0.22 

4 

1357 

8.94 

0.385 

SWCNT 

>103 

>109 

22.2 ± 2.2 

<1.1 

– 

1–1.4 

1.75–5.8 

MWCNT 

2.5 × 104 

>109 

11–63 

–1.37 

2.5 × 104 

1.7–2.1 

3 

GNR 

1 × 103 

>108 

2.0–2.33 

–1.47 

1 × 103 

2.09–2.33 

3–5 

be categorized as “top-down” and “bottom-up” methodologies. There are several 
techniques available to grow graphene such as epitaxial growth of graphene on sili-
con carbide, CVD, mechanical cleavage to obtain graphene from graphite, etc. The 
detailed fabrication process is discussed in Chapter 2. 

In order to have the deep insight of the fabrication and synthesis process of gra-
phene, the readers can refer to the content given in references [30, 31]. However, for 
basic understanding of the concept of obtaining the graphene, this section provides 
brief information on how to obtain the graphene from graphite using mechanical 
cleavage technique. This methodology was used for the frst time by Andre Geim 
and Konstantin Novoselov who used the scotch tape as depicted in Figure 9.9 [32]. 
This approach not only provided a new gateway for the next-generation technology 
but also developed a new trend to enhance the performance at nanoscale. In order 

FIGURE 9.9 Single-layer graphene from graphite using mechanical cleavage [32]. 
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to obtain a single-layered graphene, an adhesive tape is used repeatedly to peel off 
few layers from graphite powder. Then, adhesive tape is gently pressed on the top 
of the silicon wafer and is slowly peeled off. During this process, a small amount of 
graphite fake is deposited on the surface of the wafer [33]. 

Moreover, detailed information regarding the transfer of graphene on to the sili-
con wafer is discussed in subsequent subsections. 

9.5.1 THE TRANSFER PROCESS OF GRAPHENE ON THE SI/SIO2 SUBSTRATE 

Following steps are required to elaborate the techniques to transfer the graphene 
onto any arbitrary substrate as depicted in Figure 9.10: 

1. First, we take graphene sheet on to Cu foils and the sample will foat 
(graphene side up) inside the etching solution of 0.1 M (NH4)2S2O8 [34]. 

2. A few drops of hexane are added into the etching solution using a syringe 
with the exposed face of the graphene in contact with hexane and the Cu 
foil exposed to the etchant solution. 

3. After keeping it for approximately 12 h of etching time, the graphene sheet 
is trapped at the interface; surface tension for the hexane–water interface 
is maintained at ca. 45 mN m−1 to prevent the water layer from pulling the 
sheet apart [34]. 

4. Further, the fresh graphene sheet is scooped out by using Si/SiO2 wafers. 
5. To eliminate any possible contamination, the graphene sheet is again 

scooped out and transferred to a new hexane–pure water interface for 
5 h [34]. 

6. Finally, in order to dry the sample, it is placed at room temperature for the 
desired graphene sheet on Si/SiO2. 

FIGURE 9.10 Fabrication process fow to transfer the graphene on Si/SiO2 substrate [34]. 
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FIGURE 9.11 PECVD method used to grow SWCNT. (a) AFM view of nanotubes from 
low-density ferritin catalyst; (b) nanotubes grown using a catalyst particle; (c) TEM view of 
1.2-nm diameter SWCNT [35]. 

9.5.2 CNT FABRICATIONS 

For several decades, traditional approaches, such as arc discharge, CVD, and laser abla-
tion, have been used to grow the CNTs. Out of these techniques, CVD is the most 
widely used methodology to grow the CNTs due to its low production cost, ease of 
handling, high throughput, and higher controllability over the production. The diameter, 
orientation, and placement of CNTs can be controlled by controlling the parameters 
associated with the methodology such as carbon source, reactor temperature, gas pres-
sure, etc. [35]. Few sampled atomic force microscopy and transmission electron micros-
copy views of SWCNT and MWCNT have been demonstrated in Figures 9.11 and 9.12 
based on the different fabrication and synthesis processes as given in references [35, 36]. 

9.6 APPLICATION OF NANOMATERIALS 

In this section, we have described the importance of different nanomaterials based 
on their unique applications. The current demand for nanodevices in various felds 
in the VLSI domain provides a clear vision to utilize the nanomaterials to produce 
different electronic gadgets for different applications. Such applications include 
VLSI/nanointerconnects, nanosensors, nano-biosensors, etc. Following subsections 
describe these applications in detail. 

9.6.1 GRAPHENE NANORIBBON INTERCONNECT 

In the past decade, the overall performance and robustness of the interconnect has 
degraded with shrinking technology. It has resulted in signifcant attention toward 
the interconnect delay at the higher operating frequency. The feature size of the 
integrated circuit (IC) is reduced to accommodate more number of transistors and 
this number increases by two times per year according to Moore’s law [37]. For 
an interconnect application, the most widely used material is Cu. With shrinking 
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FIGURE 9.12 TEM view of MWCNT grown on a carbon paper (a) without an aluminum 
buffer layer, (b) with an aluminum buffer layer, (c) MWCNT grown on Si/SiO2 wafer, and 
(d) MWCNT grown on Si/SiO2–Al substrate [36]. 

technology and higher operating frequency, Cu exhibits several problems such as 
grain boundary due to the defects in crystalline structure and sidewall scattering [38]. 
At an advanced technology node, the electromigration (EM)-induced hillock and 
void formation problems have developed due to the rapid increase in the resistivity 
[39–43]. To overcome these issues, the research communities are motivated to adopt 
an alternate interconnect emerging materials such as CNT and GNR. Graphene is a 
thin layer of pure carbon with two-dimensional (2D) structure wherein the carbon 
atoms are tightly packed and bound together in a honeycomb lattice structure [44]. 
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However, MLGNR is preferred over SLGNR as a potential interconnect material due 
to its higher mean free path (MFP) and more number of conducting channels. 

The researchers in reference [45] examined the unique electrical and thermal 
behavior of graphene in terms of higher current density (∼2 × 109 A/cm2) and hence 
2–3% of reduction in resistance has also been observed in [46]. Afterward, the 
improved performance of the fabricated GNR at radio frequency interconnect appli-
cation was also reported in reference [47]. In addition, the authors in reference [48] 
demonstrated a large carrier MFP in high-quality GNR interconnects. Recently, the 
impact of the reduced metal–nanoribbon contact resistance is observed using hybrid 
interconnect compared to Cu at advanced technology [49]. Based on the above state 
of the art [44–49], the researchers still need to identify the solution for the challenges 
associated with GNR interconnect such as reduced variability, surface impurities, 
and contact resistance. Therefore, the analytical and simulation-based approach used 
until now is preferred for on-chip MLGNR interconnect. 

Previously, Cui et al. [50] analyzed the transient response of the proposed model 
by considering capacitive and inductive coupling. The authors derived fourth-order 
approximation-based transfer function to investigate signal transmission behavior 
while neglecting the impact of interlayer tunneling conductance. Afterward, Zhao 
et al. [51] demonstrated an equivalent single conductor (ESC) model of tri-SLGNR 
interconnect lines by comparing the performance in terms of crosstalk with MLGNR. 
The same researchers in reference [52] extended their work and demonstrated a com-
parative analysis of distributed parameters and transmission characteristics of side 
contact MLGNR interconnects. In the proposed model, the authors neglected the 
impact of mutual inductance and capacitance while modeling the equivalent inter-
connect. Later, Qian et al. [53] proposed an ESC model of MLGNR and derived an 
analytical coupled transfer function at 14 nm technology to investigate the Nyquist 
stability criteria and crosstalk-induced delay. However, the authors neglected the 
interlayer transconductance and analyzed the performance based on their proposed 
L-models at advanced technology. Recently, Kumbhare et al. [54] demonstrated a 
comparative investigation of MLGNR and Cu in terms of peak noise and crosstalk-
induced delay for diverse technologies. The model considered was independent of 
the Fermi energy and edge roughness of MLGNR. Moreover, the performance anal-
ysis between Cu and MLGNR lead the readers to the next-generation interconnect 
material while a detailed insight of the emerging MLGNR for future technology 
was missing. Considering the abovementioned facts depicted in [54], the authors in 
the recent research provide an extension of the previous work to deliver an in-depth 
analysis of next-generation interconnect materials such as MLGNR. In addition, 
the number of conducting channels of the proposed equivalent electrical model of 
MLGNR considers the edge roughness (specular constant = 0.8) and Fermi energy 
(EF = 0.6 eV) [52] based on the technology parameters. 

9.6.1.1 Geometry of MLGNR Interconnect 
This section delineates the basic structure of a coupled MLGNR with the separa-
tion S between the lines, placed with a distance d (110.4, 76.8, and 52.5 nm) above 
the surface plane as depicted in Figure 9.13 [54]. The different dielectric materials 
εr (εr = 2.25, 2.05, and 1.75) based on technology are used to separate the MLGNR, 
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FIGURE 9.13 Geometrical structure of MLGNR interconnect as per the ITRS 2015. 

wherein the line width and thickness are signifed by W (W = 32, 22, and 14 nm) and 
t (t = 32, 22, and 14 nm) [50], respectively. 

For an accurate analysis, the interconnect line is considered a square segment, 
and the width of MLGNR is mapping with its equal thickness [50]. All the layers of 
MLGNR are stacked on each other with an interlayer separation of δ = 0.34 nm due 
to the van der Waals force [55, 56]. The thickness t and interlayer spacing δ can be 
used to obtain the overall number of layers as: 

˝ t ˆ 
layer = + Int N 1 (9.4) ˝ ˆ˙ ˛ ˇ 

The number of conducting channel Nch of an individual layer in MLGNR can 
be obtained by the sum of all the conduction nc and valance nv subbands 
associated with all the electrons and holes, respectively [57, 58]. It can be cal-
culated as: 

n n 
−1 −1 

F )/k T  Ei +E /) B(E E− ( F k T i BNch = ˜ 
c 

˝̇1+ e ˆ̌ +˜ 
v 

˝̇1+ e ˆ̌ (9.5) 
j=1 j=1 

where j represents the positive integer (i.e., j = 1, 2, 3, …). kB, EF, and T represent the 
Boltzmann’s constant, Fermi energy, and room temperature, respectively. 

Using equation (9.5), the overall conducting channels of a rough-edged MLGNR 
at different Fermi energy are presented in Figure 9.14. It is inferred that the number 
of conducting channels drastically increases for higher values of Fermi energy at 
room temperature. 

The number of conducting channels Nch = 23, 15, and 10 are analytically obtained 
at 32, 22, and 14 nm technology, respectively for a fxed EF = 0.6 eV [52, 59]. 
However, irrespective of technology nodes, the MFP of rough-edged MLGNR can 
be considered as λeff = 419 nm at room temperature for EF = 0.6 eV [52]. Based on the 
interconnect structure and the conducting channels, the equivalent multi-conductor 
transmission line (MTL) and ESC models of rough-edged MLGNR are delineated 
in the following subsections. 
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FIGURE 9.14 Total number of conducting channels corresponds to width and Fermi energy 
for different technology nodes. 

9.6.1.2 Equivalent MTL Model of MLGNR Interconnect 
This subsection demonstrates an accurate MTL model using a Pi-type distrib-
uted network, as shown in Figure 9.15. The quantitative values of parasitics in 
per unit length (p.u.l.) are determined at different technology nodes based on 
International Technology Roadmap for Semiconductor (ITRS) 2015 [60] using 
the interconnect geometry, as shown in Figure 9.13. Depending on the fabrica-
tion house, the interconnect line at the interface exhibits imperfect contact Rmc 

and quantum resistance Rq, respectively. Therefore, the lumped resistance Rfix is 
considered accurately in the proposed model as Rfix = Rmc + Rq = 3.2 kΩ at both 
the terminal interface. 

FIGURE 9.15 An RLC-based MTL model of rough-edged MLGNR lines [54]. 
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For longer interconnect, an individual layer of rough-edged MLGNR unveils 
scattering resistance (rs̃ ) due to defects, edged roughness, and impurities [61–63] 
that can be represented in p.u.l. as: 

h/2e2 

rs̃ = (9.6) 
Nch ̨ eff 

where h and e denote the Plank’s constant and the electron charge, respectively. 
The effective MFP λeff depends on the defects λd and edged roughness λn associated 
with scattering effect for each layer of MLGNR and can be calculated according to 
Matthiessen’s rules as: 

1 1 1 = + (9.7) 
˜eff  ˜d ˜n 

where the associated parameters of effective MFP can be calculated based on the 
expression given in reference [52]. Further, along with the scattering resistance, an 
individual layer of MLGNR exhibits a distributed kinetic (lk̃) and magnetic induc-
tance (lẽ). It occurs due to the kinetic energy stored in the individual layer and the 
magnetic feld associated with MLGNR. On the other hand, the distributed capaci-
tance also comprises a quantum (cq̃) and electrostatic (cẽ) capacitance, respectively 
[54, 64]. These can be calculated as: 

/4 2h e
lk̃ = (9.8) 

N vch F 

2cq̃ = 4e Nch  /hvF (9.9) 

µ0d
lẽ = (9.10) 

W 

˛ ˛0 rW 
cẽ = (9.11) 

d 

where the Fermi velocity of graphene is considered as vF ≈ 8 × 105 m/s [50]. The µ0 

is free space magnetic permeability and ε0 is the electrostatic permittivity. Here, 
the impact of mutual inductance (lm̃ ) and capacitance (cm̃ ) along with the tunnel-
ing conductance (gt̃ ) are considered between adjacent layers of interconnect lines 
to improve the accuracy of the proposed equivalent model and can be calculated as: 

µ ˝
lm̃ = 0 (9.12) 

W 

˛0W 
cm̃ = (9.13) 

˝ 

gt̃ = ˛˝W (9.14) 
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where the graphene sheet exhibits the normalized tunneling conductivity denoted 
as σ. 

9.6.1.3 ESC Model of MLGNR Interconnect 
The layers of a rough-edged MLGNR in the MTL model are assumed to be parallel 
as shown in Figure 9.15. Further, it can be simplifed to an equivalent electrical model 
to reduce the computational effort, as shown in Figure 9.16. The driver-interconnect-
load (DIL) setup consists of a driver capacitance (Ctr) and resistance (Rtr) along with 
a lumped resistance (Rfx) equally divided on either side of the interconnect wire of 
two contacts. For peak noise and crosstalk-induced delay demonstration, the driver 
parameters are accurately considered based on the ITRS 2015 benchmark [60] at 
different technology nodes. The coupled MLGNR line of the ESC model terminated 
with capacitance load CL [43, 60]. 

Figure 9.16 primarily comprises of equivalent scattering resistance ( ,̃rs esc) that is 
calculated by dividing the total number of layers in equation (9.6) as: 

rs̃  
r ,̃ = (9.15) s esc 

Nlayer 

In addition, the overall effective inductance (lesc˜ ) can be calculated using the sum of 
the magnetic inductance ( ˜, ˜ ,le esc) and the kinetic inductance (lk esc ) of the ESC model. 
The ˜ ,  can be computed by dividing the number of layers into equation (9.8) as: lk esc 

lesc˜ = lk̃ ,esc  + lẽ,esc (9.16) 

lk̃˜ (9.17) lk es, c  = 
Nlayer 

˜ = lle esc, ẽ (9.18) 

FIGURE 9.16 An RLC-based simplifed ESC model of rough-edged MLGNR lines [54]. 
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The impact of mutual inductance lm̃ (in the range of pH/µm) can be ignored 
between the adjacent layers of MLGNR expressed in equation (9.12) that is 
insignifcant as compared to the kinetic inductance lk̃  (usually in the range of 
nH/µm) [43]. 

The MLGNR interconnect also exhibits total equivalent capacitance that com-
prises three capacitive components—quantum, electrostatics, and mutual coupling 
capacitance. The equivalent quantum capacitance ˜ ,cq esc can be observed due to the 
density of electronic state that is experimentally validated in [65]. The equivalent 
electrostatic capacitance ˜,  can be observed owing to the potential difference ce esc 

between the lowermost layer and the surface plane. The p.u.l. cesc˜  capacitive compo-
nents of the MLGNR can be calculated as: 

c = c N  (9.19) ˜ ˜q esc, q  layer 

c˜, = cẽ (9.20) e esc 

˙ 1 1 1 ˘ 
c˜ = + +…+ (9.21) m esc ) N �, ˇ (1,2) (2,3 (N −1, )ˆ cm̃ cm̃ cm̃ � 

where ˜ , ˜ , and N denote the equivalent mutual coupling capacitance, the mutual cm esc, cm 

coupling capacitance, and the number of layers of MLGNR interconnect. 

9.6.1.4 Validation of MTL and ESC Model 
In order to demonstrate the accuracy, the proposed MTL and equivalent ESC models 
of MLGNR in Figures 9.15 and 9.16 are validated using a coupled interconnect line. 
The performance is validated in terms of crosstalk-induced delay. 

Figure 9.17 represents the delay under induced crosstalk at advanced technol-
ogy for line spacing of 5 and 20 nm, respectively. It is evident that at 5-nm spacing, 

FIGURE 9.17 At 14-nm node, the MTL and ESC models are validated for different spacing 
between coupled rough-edged MLGNR in terms of delay. 
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FIGURE 9.18 ITRS-based interconnect geometry represents a cross-sectional view. 

the crosstalk-induced delay using MTL is in good agreement with the ESC one. 
However, for a more spacing of 20 nm, an approximate difference of 0.91% in per-
formance can be observed using the proposed ESC and the MTL models of a rough-
edged MLGNR. Therefore, the proposed ESC model is accurate for analyzing the 
crosstalk-induced delay at shrinking technology. 

9.6.1.5 Simulation Setup of MLGNR 
This subsection presents an ITRS 2015 [60] based interconnect structure in the form 
of a cross-sectional view as depicted in Figure 9.18. Depending on the interconnect 
structure (Figure 9.18), the peak noise and crosstalk-induced delay are demonstrated 
by considering a coupled DIL as depicted in Figure 9.19. Out of these two intercon-
nects, one acts as the aggressor while another as a victim [39]. Using ITRS 2015 
benchmark [60], accurate physical parameters (i.e., W, t, S, εr, and d) for a given inter-
connect technology are considered. Using these parameters, the quantitative values 
of interconnect parasitics are described in Table 9.2 to investigate the delay and peak 
noise under the infuence of crosstalk. The performance of coupled rough-edged 
MLGNR is primarily governed by the coupling capacitance (cc̃) that is the function 

FIGURE 9.19 Simulation setup of rough-edged MLGNR for out-phase transition using 
coupled DIL. 
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TABLE 9.2 
Interconnect Parasitics at Different Technology Nodes 

Quantitative Value at Technology Node (nm) of 
Parasitics of MLGNR Interconnect 32 22 14 

18.33 

Driving capacitance Ctr (fF) 0.081 0.049 0.030 

Scattering resistance ,̃  (Ω/µm) 14.13 31.67 

Driving resistance Rtr (kΩ) 12.13 16.67 

73.53 

Magnetic inductance ˜,  (pH/µm) 1.96 2.85 4.48 

rs esc 

le esc 

Kinetic inductance ˜ ,  (pH/µm) 3.70 8.29 19.25lk esc 

Quantum capacitance ˜ ,  (fF/µm) 422.09 188.34 81.13cq esc 

Electrostatic capacitance ˜,  (aF/µm) 12.46 8.56 5.45ce esc 

of width and space between interconnects and is summarized in Table 9.3 based on 
the p.u.l. parameters as [54, 66]: 

ˆ ˙ ˘ − �cc̨ = X � 1 1 2 /− + W S 2( ) (9.22) ˇ 4 � �� �� 

ˇ 6.28 
0.25 

,˜0 p 0.7071� ˝ ˝
� 2 �2 1� + −1 p� �� ( ) ���

� ln 
1 1( p2 )0.25 (9.23) − +X ( )p = ˘ 

� 2 1( + p )� 0.637 ln ,˜0.7071 p˝ ˝ 1
� 1− p
� 

9.6.1.6 Crosstalk-Induced Delay Analysis 
The performance in terms of crosstalk can be determined based on the switching 
characteristics of coupled interconnect lines. Based on different switching scenario, 

TABLE 9.3 
Coupling Capacitance (cc̃) at Different Technology Nodes 

Quantitative Value of cc̃ between the Coupled 
MLGNR in aF/µm at Technology Node (nm) of 

Line Spacing (nm) 32 22 14 
5 24.86 22.73 18.51 

10 20.97 18.99 16.76 

15 18.83 16.98 14.92 

20 17.40 15.64 13.73 
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the crosstalk can be characterized as the dynamic and functional type. With refer-
ence to a ground line, when an aggressor line is excited with a pulse input, the victim 
line experiences a voltage spike as a peak noise known as the functional crosstalk. 
Besides, dynamic crosstalk can be experienced when the victim and the aggressor 
line are excited by simultaneous pulse inputs. Under this category, the input switch-
ing for aggressor and victim wires is either in the same or in the opposite phase 
[67–69]. 

When opposite switching transition (out-phase) is applied to coupled interconnect 
lines, the impact of crosstalk is larger as compared to the in-phase switching. This 
phenomenon can be observed due to Miller’s effect that is primarily governed by the 
coupling capacitance. Consequently, the delay and peak noise under the infuence of 
crosstalk are comparatively investigated in the following subsections for different 
interconnect spacing and advanced technology. 

9.6.1.6.1 Impact of Spacing between Coupled Interconnect 
This subsection demonstrates the performance of coupled rough-edged MLGNR 
interconnect for different line spacing and interconnect length. The analy-
sis is carried out for the proposed model using the DIL setup as depicted in 
Figure 9.19 at 32, 22, and 14 nm technology. Using interconnect parasitics intro-
duced in Tables 9.2 and 9.3, an effcient analysis is observed in terms of cross-
talk-induced delay for diverse space as depicted in Figures 9.20(a)–(c), at 32, 22, 
and 14 nm technology, respectively. Furthermore, it is evident that the signal 
transition period (delay under crosstalk) increases for interconnect lengths rang-
ing from 100 to 1000 µm while it is reduced for more space between the coupled 
interconnects. It is evident due to the rise in the quantitative value of interconnect 
parasitics for longer interconnects that signifcantly increases the delay under 
the infuence of crosstalk. However, at a particular technology node, the impact 
of crosstalk reduces for more interconnect spacing due to a reduced coupling 
capacitance as observed from equation (9.22). As demonstrated in Table 9.3, the 
quantitative value of coupling capacitance reduces for more spacing using 14 nm 
technology in comparison to 32 nm and 22 nm, that is the major cause for 
improved crosstalk-induced delay. Apart from this, an accurate analysis of the 
coupled interconnect is required, as crosstalk is an important parameter metrics 
for on-chip digital VLSI that causes unintentional triggering, glitches, and noise 
at the output of digital ICs. 

At the nanoscale dimension, the peak noise drastically affects the performance 
that causes triggering of the aggressor line with input pulse while the victim line is 
grounded. It is observed from Table 9.4 that the unintentional peak voltage signif-
cantly increases for lower technology and longer interconnect, respectively, due to 
p.u.l. increase in the parasitic values of rough-edged MLGNR. The reason behind 
an increased resistive and inductive parasitics (Table 9.2) is the reduced number of 
MLGNR layers and conducting channels at advanced technology. However, it can 
also be observed that for the lower value of quantum and electrostatic capacitance, 
the overall equivalent capacitance cesc˛ = (1/cq̨,esc +1/cę,esc )−1

 increases. Therefore, the 
peak noise increases at the advanced technology due to the collective impact of resis-
tive and capacitive values. 
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FIGURE 9.20 Crosstalk delay of rough-edged MLGNR at (a) 32 nm, (b) 22 nm, and 
(c) 14 nm technology, respectively, for different length and interconnect spacing. 

9.6.1.6.2 Impact of Shrinking Node on Crosstalk Effect 
Recent demand for faster switching and higher operating frequency motivates 
researchers to investigate the impact of the shrinking node on the crosstalk effect. 

TABLE 9.4 
Peak Voltage with Respect to Variation in Space at Different 
Technology Nodes 

Peak Voltage Peak Voltage (mV) Peak Voltage (mV) Peak Voltage (mV) 
(mV) at S = 5 nm at S = 10 nm at S = 15 nm at S = 20 nm 

32 22 14 32 22 14 32 22 14 32 22 14 
Lengths (µm) nm nm nm nm nm nm nm nm nm nm nm nm 

100 205 241 254 186 220 247 174 207 232 165 197 221 

500 277 325 369 256 303 359 243 288 345 234 279 336 

1000 297 341 387 276 321 377 262 308 363 252 299 352 
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FIGURE 9.21 Crosstalk delay of rough-edged MLGNR for (a) 100 µm (b) 500 µm, and 
(c) 1000 µm length, respectively, for different interconnect spacing and technology. 

In this subsection, the effect of scaled-down technology on the crosstalk-induced 
delay is demonstrated in Figure 9.21(a)–(c) for diverse interconnect lengths. As shown 
in Table 9.3, it can be perceived that an advanced technology increases the intercon-
nect parasitics in p.u.l. due to a reduced number of MLGNR layers that signifcantly 
affects the performance, and hence the delay becomes prominent. Consequently, 
the effect of the technology node can be observed in Figure 9.21(a)–(c), wherein the 
delay increases as technology is scaled down and reduces for more spacing under the 
infuence of crosstalk. 

In addition, Table 9.5 summarizes the percentage reduction in crosstalk-
induced delay at scaled-down technology for rough-edged MLGNR interconnect. 
It is evident that the percentage improvement in delay under crosstalk is more for 
14 nm node as compared to 22 nm with respect to 32 nm technology at the longer 
interconnect. The main cause behind this effect is the reduced interconnect width 
at lower technology that drastically reduces the coupling capacitance as can be 
observed from Table 9.5. 
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TABLE 9.5 
Percentage Reduction of Crosstalk Delay at Advanced Technology nodes 

% Reduction of Crosstalk Delay at 22 nm and 14 nm w.r.t. 32 nm Technology 
for Diverse Interconnect Spacing (nm) of 

S = 5 S = 10 S = 15 S = 20 

Lengths (µm) 22 nm 14 nm 22 nm 14 nm 22 nm 14 nm 22 nm 14 nm 
100 11.90 27.65 9.54 27.30 9.31 27.03 8.89 26.87 

500 23.12 34.22 21.58 33.53 19.51 31.64 18.62 31.59 

1000 28.57 47.02 27.69 46.55 25.64 45.53 25.51 44.83 

Therefore, the overall delay under crosstalk is enriched by 45.1% at 14 nm whereas 
the improvement is only 26.7% for 22 nm compared to the 32 nm technology at 
1000 µm wire length. Hence, a rough-edged MLGNR can be considered an evolving 
material for next-generation interconnect application at the shrinking node. 

9.6.2 CARBON NANOTUBE-BASED INTERCONNECT 

At present, the technology requirement primarily focuses on the device functional-
ity, scalability, and increased interconnect speed. In order to meet the requirements, 
an MWCNT bundle and MLGNRs can be considered promising interconnect mate-
rials due to their outstanding electrical, mechanical, and chemical properties [69]. 
The growth of an edged MLGNR is preferred over an MWCNT due to its planar 
structure. Moreover, the fabrication process of rough-edged MLGNR is favored as 
a smooth edge with a narrow width is harder to obtain due to its uncontrollable cut-
ting direction that requires high-resolution lithography [70]. Moreover, as per the 
fabrication house [71], a densely packed MWCNT bundle is hard to achieve due to: 
(1) the nonuniform growth of CNT bundles, (2) distributed CNT diameters, and (3) 
diffculty in handling the position of an individual CNT at a desired location inside 
the bundle. Therefore, the researchers [70–72] currently focus on the fabrication of 
edged MLGNR compared to a densely packed MWCNT bundle. 

Previously, Sarto et al. [73] analyzed the current distribution along an edged 
MLGNR and compared it with MWCNT without considering an identical intercon-
nect structure and imperfect contact resistance. Later, Majumder et al. [56] accurately 
accounted for the metal–nanotube contact resistance to analyze the propagation 
delay of an MLGNR and single MWCNT while considering their different shapes. 
Furthermore, the same research group in reference [67] demonstrated the impact of 
propagation delay and crosstalk for the random and spatial arrangement of mixed 
CNT bundle (MCB) considering their accurate rectangular shapes. However, the 
analysis was restricted to only MCB and hence MLGNR was not taken into account. 
Afterward, Kumar et al. [74] extended the analysis of delay and relative stability for 
MLGNR and MWCNT interconnects by arbitrarily considering only a few number 
of shells and layers, respectively. However, an accurate geometrical structure was 
neglected for equivalent delay and area demonstration. 
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FIGURE 9.22 Cross-sectional view of MLGNR/bundled MWCNT interconnect based on 
ITRS. 

9.6.2.1 Interconnect Model 
This subsection presents an MTL model of MLGNR and bundled MWCNT inter-
connects based on their structure shown in Figure 9.22. The number of layers, Nlayer/ 
shells, Nshell in MLGNR/MWCNT in Figure 9.22 primarily depends on the width 
W, diameter dia, thickness t, and an interlayer (or intershell) distance δ and can be 
expressed as: 

layer or shell) = + Integer t[ / ]˛ (9.24) N ( ˜  1 

where t = [(diaN − dia1)/2] for MWCNT with outermost and innermost diameters of 
diaN and dia1, respectively. 

As per the ITRS requirement [60], the research work considers an equal width 
and thickness for rough-edged MLGNR and MWCNT bundle. Depending on the 
geometry, the equivalent Pi-type MTL model of MLGNR/bundled MWCNT is 
shown in Figure 9.15, which is further simplifed as an ESC (Figure 9.23) to reduce 
the computational effort [75]. The ESC model is primarily driven by a resistive 
driver with resistance Rtr and capacitance Ctr and terminated by a load capacitance, 
CL. The interconnect parasitics shown in Figures 9.15 and 9.23 are obtained based 

FIGURE 9.23 Discretized interconnect of the equivalent electrical model of MLGNR and 
MWCNT interconnects. 
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FIGURE 9.24 Validation of conducting channel associated with (a) MLGNR and (b) 
MWCNT for different interconnect width and diameter, respectively. 

on the total number of conducting channels associated with each layer and shell of 
MLGNR and MWCNT, respectively, and can be expressed using expression (9.5). 
Figure 9.24(a) and (b) depicts the validation of the number of conducting channels 
of MLGNR and MWCNT with the experimental results given in references [76] and 
[77] that primarily differ by only 1.21 and 4.5%, respectively. 

The near and far end of the interconnect line in Figures 9.15 and 9.23 is presented 
by a lumped resistance Rfx, which can be assumed as the sum of imperfect contact 
and quantum resistances of MLGNR and MWCNT bundle. The equivalent scatter-
ing resistance ,̃  can be obtained by considering all the layers or shells in parallel rs esc 

in the MTL and can be expressed as [56] 

r ˜ = r ˜ /N ˜and˜r ˜ = r ˜ /N (9.25) , , layer s esc s,MWCNT MWCNT s esc s MLGNR , 

2 2 
, = h/2  ) /Nch MLGNR eff ˜and˜r ,̨ h/2  ) total e˙ ffr ˛ e , ˙ s MWCNT = ( e /N (9.26) s MLGNR ( 

where 

N 

Ntotal = ˜Nch,MWCNT (9.27) 
i=1 

Here h, e, NMWCNT, and Ntotal denote the Planck’s constant, electron charge, number 
of MWCNTs in a bundle, and a total number of conducting channels, respectively. 
The effective MFP (λeff ) primarily depends on the edge roughness properties and 
can be considered 419 nm and 1 µm for edged MLGNR and MWCNT, respectively. 
The p.u.l. scattering and quantum resistance (obtained through expressions (9.25) to 
(9.26)) are validated with experimental results given in references [78] and [79] as 
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FIGURE 9.25 (a) Validation of scattering resistance with experimental data [78], (b) valida-
tion of quantum resistance with experimental data [79]. 

presented in Figure 9.25(a). It is observed that the scattering resistances are in good 
agreement with the experimental data with an average deviation of only 5.59 and 
9.93% at local and global interconnects, respectively. Similarly, the experimental 
measurements of quantum resistance also demonstrate a close approximation with 
the industry-standard simulation data as observed in Figure 9.25(b). 

The equivalent kinetic inductance of Figure 9.15 primarily represents the kinetic 
energy stored in each layer or shell in MLGNR or MWCNT and the p.u.l. ˜ ,  can lk esc 
be expressed as [56]: 

l˜ = l˜ /N ˜and˜l˜ = l˜ /N (9.28) , , layer k esc k ,MWCNT total k esc k MLGNR , 

2 2l˛ , = (h/2e /N v ˜and˜l , = ( /2  /Nch MWCNT k MLGNR ) ch,MLGNR F  k̨ MWCNT h e  ) , vF (9.29) 

Here, the impact of magnetic inductance (lẽ) is neglected in the ESC model of 
Figure 9.23 due to its negligible effect (in the order of pH/µm) in comparison with 
the kinetic inductance (in the order of nH/µm). The RLC model of Figure 9.23 also 
considers a quantum capacitance ( ˜ ,cq esc) that can be defned as the equivalent charge 
stored in each layer and shell of MLGNR and MWCNT, respectively. However, the 
charge stored between the bottom most layer in MLGNR and bundled MWCNT can 
be considered as ˜ . The p.u.l.˜ ˜  and ˜  can be obtained as [56]:ce esc, , ,cq esc ce esc 

c˜ , = c˜ , × Nlayer ˜and˜c˜ , = cq̃,MWCNT total (9.30) q esc q MLGNR q esc × N 

2 2c˜ , = 2e Nch,MLGNR  /hvF ˜and˜cq̃,MWCNT = 2e Nch,MWCNT /hv (9.31) q MLGNR F 

˙ ˙  2ˆ˙ ˙0 r 0 r 
e esc(MLGNR ˛,c˛, ) = ˜and˜ce esc(MWCNT ) = (9.32) 

−1hg cosh �̆(hg + diaN /2) /diaN �� 
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where εr = 2.2 [74], ε0, and µ0 are dielectric constant, electrostatic permittivity, and 
the magnetic permeability of free space, respectively. It is observed from model 
expressions (9.28) to (9.31) that the kinetic inductance and quantum capacitance of 
MLGNR and MWCNT depend on Nch,MLGNR(MWCNT), quantum resistance, and Fermi 
velocity (vF). The Nch,MLGNR(MWCNT) and quantum resistance are already validated with 
experimental data as presented in Figure 9.24(a), (b) and Figure 9.25(b). The Fermi 
velocity ≈ 8 × 105 m/s is considered accurately from experimental data [80] in order 
to determine the quantitative value of kinetic inductance and quantum capacitance. 
Therefore, the model expressions (9.28) to (9.31) possess a good approximation with 
the standard experimental results. 

In order to maintain the accuracy, the MTL model considers the impact of width-
dependent tunneling conductance (gt̃ ), mutual inductance (lm̃ ), and coupling capaci-
tance (cm̃ ) between adjacent layers and shells of MLGNR and bundled MWCNT, 
respectively. However, these parasitics have a negligible effect in the equivalent 
model of Figure 9.23 as the proposed ESC and MTL models are in good agreement 
(less than 4.6% deviation at 1000 µm interconnect length) in terms of their delay 
performance. Using the proposed ESC model, the quantitative values of interconnect 
parasitics are summarized in Table 9.6. 

9.6.2.2 Performance Comparison 
This subsection analyzes the equivalent number of MWCNTs (Nshell = 10) in a 
densely packed bundle for a fxed area of MLGNR at 22 nm technology node. This 
comparison has been performed for an equivalent delay of edged MLGNR by using 
a DIL setup. The interconnect line in DIL primarily represents the equivalent elec-
trical model of MLGNR and bundled MWCNT. Industry-standard HSPICE simula-
tions are performed to obtain the equivalent delay that is further validated against 
the analytical fnite-difference time domain (FDTD) approach as described in the 
following subsections. 

TABLE 9.6 
Interconnect Parasitics for MLGNR and Bundled MWCNT Based on ITRS 

Rough- Approximate Number of MWCNTs in a Bundle as 
Edged 

MLGNR 
Interconnect Nlayer = NMWCNT = NMWCNT = NMWCNT = NMWCNT = NMWCNT = NMWCNT = 

Parasitics 95 7 29 105 371 1891 9491 
Ntotal 2185 54 223 806 2848 14517 72863 

Rfx (kΩ) 6.4 6.4 6.4 6.4 6.4 6.4 6.4 

(Ω/µm),rs esc˜ 14.13 3.38 0.28 0.02 1.71 × 10−3 66.21 × 10−6 2.62 × 10−6 

˜ ,lk esc ˜(pH/µm) 3.70 105.35 36.33 10.03 2.84 0.56 0.01 

˜ ,cq esc (fF/µm) 422.09 103.81 1247.21 16.35 × 103 204.12 × 103 5.31 × 106 133.59 × 106 

˜,ce esc (aF/µm) 12.46 39.26 39.26 39.26 39.26 39.26 39.26 
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9.6.2.2.1 FDTD-Based Delay Model 
Figure 9.23 also presents an FDTD discretization of uniform interconnect line 
of MLGNR/MWCNT. Further, the interconnect line is divided into Nz section 
of each having a length of Δz, and the total time is divided into Nt segments of 
each step of Δt. The interconnect line can be described by telegrapher’s 
equations as: 

d 
I z t  k e  

d )V z t( , )+ rs e,̋ sc ( , )+ l˝ , sc I z t( , = 0 (9.33a) 
dz dt 

d
I z( , t)+ cesc˝ d

V z( , t) = 0 (9.33b) 
dz dt 

where 

cesc˛ = (1/cq̨,esc +1/cę,e cs )−1 
(9.34) 

Using discretized interconnect line of MLGNR/MWCNT into equations (9.33a) and 
(9.33b), the voltage and current expression can be obtained as: 

n+1 n n+1/2  n+1/2  V = E F V + E /ˇz I  − I (9.35) k [ ][ ] k {[ ]  }�� k−1 k �� 

n+3/2  n+1/2  n+1 n+1I = B D I  + B ˆV − I ˘ (9.36) k [ ][ ] k [ ]ˇ k k+1 � 

where [ ]E = (cˆ /ˇt −1,˜ F = (cescˆ /ˇt), [ ]B = ˆ ˆ( z / t l) ˇ , sc + ˆ( z /2)r ,̌ sc ]−1, and 
esc ) [ ]  [ k e  s e  

[ ] = ˆ ˆ[( z / t lˇ − ˆ( z /2 r ,D ) k e, sc ) s eˇ sc ] 
At the near-end terminal, the voltage and current are represented by V0 and I0, 

respectively as: 

n+1 n n+1 n+1V0 = {1/ �̆(Ctr /ˆt)+1/Rtr ��} ̆�(Ctr /ˆt V) 0 + (U R/ tr )Vs − I0 �� (9.37) 

n+1 n+1 n+1I0 = (1/Rfix ) ˙̂V0 − V1 ˇ̆ (9.38) 

At the far-end terminal, the voltage and current are represented as: 

n+1 
n+1 EF 1 E ˛VNZ +2 n+1/2 1 n ˙ 

VNZ +1 = VNZ + � + INZ − INZ +1 � (9.39) 
U + E ˇz U  + E 2Rfix 2˛̋ 2ˇzR fix 

˙̂ ˛̋ 2ˇzRfix 
˙̂ ˝ ˆ 

n+1 n+1 n+1 n+1 n n 
NZ + fix ˙̂ NZ +1 NZ + ˇ̆ NZ 2 Z + / L Z 1 (9.40) I 1 = (1/R ) V − V 2 ;˜V + = VN 2 + (�t C I) N + 

The propagation delay can be obtained by solving the voltage and current 
expression (9.33) to (9.40) in space and time for MLGNR/bundled MWCNT 
interconnect. 
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9.6.2.2.2 Simulation Model 
This subsection presents a real-time simulation-based approach to compare the 
performance of bundled MWCNT and edged MLGNR interconnects. Using the 
DIL setup of an edged MLGNR at 22 nm technology node, an equivalent delay is 
obtained for a different number of MWCNTs (with Nshell = 10) in a densely packed 
bundle, as shown in Figure 9.26(a). It is observed that for a fxed number of MLGNR 
layers (Nlayer = 95) at 22 nm technology node, the number of MWCNTs in a bundle 
signifcantly increases for longer interconnects. It is due to the impact of resistive 
and capacitive parasitics that primarily dominate the overall delay of an intercon-
nect line. In the proposed model, the total resistance is dominated by the imperfect 
contact resistance (in the range of kΩ) of MLGNR/bundled MWCNT over the p.u.l. 
scattering resistance (in the range of Ω). Due to the consideration of a similar value 

FIGURE 9.26 Propagation delay of (a) an edged MLGNR and bundled MWCNT for an 
equivalent delay, (b) bundled MWCNT (for NMWCNT = 7, 29, 105), and (c) bundled MWCNT 
(for NMWCNT = 371, 1891, 9491) using analytical and simulation-based models at different 
interconnect length, respectively. 
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of Rfx for both MLGNR and bundled MWCNT (as in Table 9.6), the overall resis-
tance has a negligible impact on the interconnect delay. However, the equivalent 
capacitance (cesc˜ ) has a large impact on the overall delay of an interconnect line. As 
observed in Table 9.6, the cesc˜  of an edged MLGNR/bundled MWCNT is primar-
ily governed by the electrostatic capacitance, ˜, , (in the order of aF/µm) over the ce esc 

equivalent quantum capacitance, ˜ , , (in the order of fF/µm). Due to the smaller cq esc 

value of ˜, , the equivalent capacitance, cesc˜ of edged MLGNR primarily dominates ce esc 

over that of the bundled MWCNT as observed from equation (9.34) and Table 9.6. 
Hence, on average, a rough-edged MLGNR illustrates 44.5% lesser delay compared 
to a bundled MWCNT for global interconnect lengths. 

In order to demonstrate the accuracy, the real-time simulation model is com-
pared with the analytical FDTD-based DIL of bundled MWCNT, as shown in 
Figure 9.26(b) and (c). Figure 9.26(b) demonstrates the accuracy of the model for 
NMWCNT = 7, 29, and 105, whereas the delay of NMWCNT = 371, 1891, and 9491 is shown 
in Figure 9.26(c). The propagation delay obtained through the proposed FDTD 
model differs by 2.75% for fewer MWCNTs (NMWCNT = 105), whereas the differ-
ence is only 1.92% for more MWCNTs (NMWCNT = 9491) in a densely packed bundle. 
The proposed analytical model also demonstrates its accuracy with the simulation 
results by 1.97 and 3.53% for local and global interconnects, respectively. Table 9.7 
demonstrates the impact of area for edged MLGNR and bundled MWCNT on the 
basis of the equivalent delay performance at 22 nm technology node as observed in 
Figure 9.26(a). As the number of MWCNTs in a densely packed bundle is lesser com-
pared with the number of layers in MLGNR for local interconnects, the MLGNR 
consumes 30.17% more area compared to a bundled MWCNT interconnect. 
However, the area requirement is increased by 97.98% for an MWCNT bundle in 
comparison to an edged MLGNR for global interconnects as observed in Table 9.7. 

TABLE 9.7 
Percentage Improvement in the Overall Area for an Edged MLGNR w.r.t. 
Bundled MWCNT at 22 nm Technology Node 

NMWCNT and Bundle Area for a Fixed Nlayer = 95 and MLGNR Area (W × t) = 
0.001024 µm2 to Obtain an Equivalent Delay at Different Interconnect Lengths of 

% IMPROVEMENT in the area for 
Interconnect MWCNT Bundle MLGNR with Respect to Bundled 
length (µm) NMWCNT area (µm2) = X × Ya MWCNT 

1 7 0.0004 −58.00% 

100 29 0.0010 −2.34% 

200 105 0.0061 83.21% 

500 371 0.0211 95.14% 

800 1891 0.1054 99.02% 

1000 9491 0.5274 99.80% 

N N −1 Ny Ny −1a x x˙ ˙where X = °  dia + °  ˝ ˇ and Y = °  dia + °  ˝ ˇˆ i=1 Ni i=1 i ˘ ˆ i=1 Ni i=1 i ˘ 
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Therefore, a rough-edged MLGNR can outperform a bundled MWCNT with more 
number of shells for longer interconnects. Moreover, the production of MLGNR is 
more straightforward than an MWCNT bundle as per the requirement by recent 
fabrication houses [72]. Hence, a rough-edged MLGNR can be considered the most 
promising interconnect material than MWCNT bundle in terms of fabrication and 
performance at global interconnect. 

9.6.3 NANOSENSOR 

During the past decades, the use of sensors in daily lives of people has increased, 
but some areas are still unreachable for sensing technology which require advanced 
technological nanodevices [81]. The function of nanodevices should include the abil-
ity to sense, and based on the sensing data it should react accordingly in real time. 
In recent technology, the nanomaterial-based nanosensors and devices are growing 
rapidly that are used to measure the pulse rate, heart functions, glucose level, blood 
pressure, and many more health-related parameters [82]. The development of nano-
technology has unwrapped wide areas of utilizing the technology in the medical feld 
by integrating multiple sensors in a single chip for advanced levels of observations. 
Carbon allotrope-based nanocomposite, nanowires, and nanotubes have become the 
most popular nanomaterial to improve the sensitivity of nanoelectronic devices [83]. 
This subsection provides a brief introduction about a few applications based on the 
nanomaterials. 

9.6.3.1 Flexible Sensor 
Nanomaterials are used to create a fexible sensor to measure the amount of defec-
tion or bending curvature. The fexible sensor primarily depends on the variation 
of resistive components that are mounted on the surface [84, 85]. The amount of 
resistance defection can be measured on the basis of the bending of the fexible 
sensor. The fexible sensor is used in several areas of research such as environment 
monitoring, security systems, robotics, body health monitoring systems, smart-
watches, smart cell phones, display, computer interface, etc. [86]. The production 
of nanosensing devices needs to consider several factors such that it can be cost-
effective, lightweight, transparent, soft, biocompatible, and easy to fabricate. The 
key applications such as fexible panels, electronic skin, wearable sensors, structural 
health monitoring, and space fight based on the fexible sensor are demonstrated in 
Figure 9.27 [87–89]. 

9.6.3.2 Nanosensor for Biomedical Applications 
In recent technology, the nanomaterial-based nanosensors and devices are grow-
ing rapidly that are used to measure the pulse rate, heart functions, glucose level, 
blood pressure, and many more health-related diseases. The development of nano-
technology has opened a new way of utilizing the technology in the medical feld 
by integrating multiple sensors in a single chip for advanced levels of observations. 
Carbon allotrope-based nanocomposites, nanowires, and nanotubes have become 
the most popular nanomaterials to improve the sensitivity of nanodevices [90]. At the 
nanoscale dimension, the property of the material is used to develop effcient sensors 



 

 

 

283 Nanomaterials and Applications 

FIGURE 9.27 Various applications of the fexible sensor [88]. 

that utilize the change in melting point, electrical conductivity, magnetic perme-
ability, large surface-to-volume ratio of the nanoparticles. Figure 9.28 represents a 
general steps of the processing of the nanosensor devices [91, 92]. 

9.6.4 NANOMATERIAL-BASED COMBAT JACKETS 

In order to protect the extremely valuable life of the soldiers, it is required to produce 
a bulletproof combat jackets that are lighter and cheaper than previous ones using 
nanomaterials. Mostly, the body armor is made by the Kevlar material that can be 
classifed as aramid substance. However, the recent research proved that the gra-
phene can be used as a novel material for body armors. The graphene is extremely 
powerful and 10 times a better substitute for Kevlar. 

A recent breakthrough for graphene applications is in materials for bulletproof 
vests developed by combining CNTs with GNRs. In 2012, Prof. Min Kyoon Shin, 
Bommy Lee, and their research group [93] from the University of Wollongong, 

FIGURE 9.28 The process of nanosensors. 



 

 
 
 

 

    

 

284 Introduction to Microelectronics to Nanoelectronics 

Australia, developed a new graphene-based material that is tougher than the sub-
stances such as spider silk and Kevlar that are widely employed in making of bullet-
proof vests. They found that the new material toughness (1000 J g−1) is much better 
than that of the spider silk (165 J g−1) and Kevlar (78 J g−1). The toughness of the 
material can be increased by a proper combinational ratio of reduced graphene oxide 
fakes and CNTs [93]. 

In 2014, the material scientist Edwin Thomas from Rice University, Houston, 
and Jae-Hwang Lee from the University of Massachusetts, Amherst, worked on 
graphene-based body armor and performed the impact test using small graphene 
sheet. They fred microbullets of 9 mm toward a graphene sheet of 200 × 200 mm 
at a speed of 3 km/s, which is much faster than the speed fred by the AK-47 assault 
rife [94]. This test concluded that the graphene is successfully able to distribute the 
stress of the bullets over a wide area at a speed of up to 2200 m/s. 

In 2015, Prof. Shantanu Bhowmik, head of the Research and Projects at 
school of Engineering, Amrita Vishwa Vidyapeetham, Coimbatore, India, and 
his research group (MadhavDatta and Siva Kumar) worked on a bulletproof 
jacket using the ultramodern lightweight thermoplastic Carbon Fabric technol-
ogy for soldiers [95]. 

In 2017, scientists Yang Gao, Tengfei Cao, Filippo Cellini, and their group from 
Advanced Science Research Center, City University of New York investigated that 
the ultrathin layer of graphene can exhibit extreme hardness and transverse stiffness 
property as like as a diamond. The researchers demonstrated that the transverse 
stiffness is about 400 GPa that is much higher than that of the bare substrate for two 
layers [96]. 

Since the miracle material graphene, which has one atom thick carbon atoms 
arranged in honeycomb hexagonal confguration, was discovered, this scientifcally 
important nanomaterial-based body armor has been used in the feld of military and 
defense for enhancing the protection of the soldiers. Additionally, it is extremely 
light in weight and has an extraordinary property to conduct heat and electricity with 
improved effciency. Moreover, high stiffness, strong elasticity, and better tensile 
strength make this material superior for body armor. 

9.6.5 NANO-BIOSENSORS FOR DRUG DELIVERY 

In the feld of medicine, the identifcation of diseases at the early stage is a challeng-
ing task. In order to overcome these challenges and provide cost-effective solutions, 
the different disciplines of science and technology are working together [97, 98]. 
The main purpose is to provide nanodiagnostics with more accurate data such that 
the diseases can be identifed at early stages. Using cost-effective nano-biosensors, 
various diseases, such as cancers, infectious diseases, immunodefciency, neurologi-
cal disorders, etc., can be examined accurately [99]. Advancement and technological 
development provide a platform to establish the nanomedicine that includes molecu-
lar imaging, drug delivery, and regenerative systems. At present, DNA-based biosen-
sors are the most fascinating and perspective sensors. A DNA-based nano-biosensor 
consists of a transmitter, transducer, and processing unit to receive accurate data, as 
shown in Figure 9.29 [100]. 
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FIGURE 9.29 A generalized description for nano-biosensor [97]. 

9.7 SUMMARY 

This chapter can be summarized as follows: 

• A brief preamble to nanomaterials was provided such that the reader can 
obtain enough information related to nanomaterials and their applicability 
in science and technology. 

• Carbon allotrope-based nanomaterials, such as CNTs and GNRs, were 
explored along with their extraordinary properties. 

• Based on the current demand in the VLSI industry, electrical modeling of 
emerging nanomaterials was demonstrated to observe the performance of 
interconnect at an advanced technology node. 

• Several nanosensor-based devices were also described such as fexible sen-
sors and biosensors for biomedical applications. 

• Finally, the chapter concludes with the short, long, and MCQ-type questions 
to check how effectively the reader has gained information from this chapter. 

9.8 MULTIPLE-CHOICE QUESTIONS 

1. The prefx “nano” comes from a … 
a. French word meaning billion 
b. Greek word meaning dwarf 
c. Spanish word meaning particle 
d. Latin word meaning invisible 
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2. Who frst used the term nanotechnology and when? 
a. Richard Feynman, 1959 
b. Norio Taniguchi, 1974 
c. Eric Drexler, 1986 
d. Sumio Iijima, 1991 

3. Which of these historical works of art contain nanotechnology? 
a. Lycurgus cup 
b. Medieval stained glass windows in churches 
c. Damascus steel swords 
d. All of the above 

4. Richard Feynman is often credited with predicting the potential of 
nanotechnology. What was the title of his famous speech given on 
December 29, 1959? 
a. There is a tiny room at the bottom 
b. Things get nanoscopic at the bottom 
c. Bottom? What bottom? 
d. There is plenty of room at the bottom 

5. What is graphene? 
a. A new material made from carbon nanotubes 
b. A one-atom thick sheet of carbon 
c. Thin flm made from fullerenes 
d. A software tool to measure and graphically represent nanoparticles 

6. What is the general name for the class of structures made of rolled-up 
carbon lattices? 
a. Nanorods 
b. Nanotubes 
c. Nanosheets 
d. Fullerrods 

7. Which of the following is an example of top-down approach for the prepa-
ration of nanomaterials? 
a. Gas phase agglomeration 
b. Molecular self-assembly 
c. Mechanical grinding 
d. Molecular beam epitaxy 

8. Which of the following is an example of bottom-up approach for the prepa-
ration of nanomaterials? 
a. Etching 
b. Dip pen nano-lithography 
c. Lithography 
d. Erosion 
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9. The carrier transport in graphene goes through π-bands that result 
from… 
a. sp2 hybridization of valence electrons 
b. sp3 hybridization of valence electrons 
c. Unhybridized s-orbital valence electrons 
d. Unhybridized p-orbital valence electrons 

10. What does the “chirality” (n, m) denote for carbon nanotubes 
(CNT)? 
a. If the CNT is single-walled or multi-walled 
b. If the CNT is insulating or metallic 
c. A direction that the graphene sheet is rolled up to form a tube 
d. A direction that the CNT extends along 

11. Carbon nanotubes are the sheets of graphite about the thickness 
a. 0.1 nm 
b. 0.2 nm 
c. 0.3 nm 
d. 0.4 nm 

12. Carbon nanotubes were frst observed in the year 
a. 1992 
b. 1991 
c. 1990 
d. 1993 

13. Graphene is a 
a. Zero-dimensional (0D) material 
b. One-dimensional (1D) material 
c. Two-dimensional (2D) material 
d. Three-dimensional (3D) material 

14. Graphene 
a. Is more than 100 times stronger than steel 
b. Is about as stiff as diamond 
c. Has the highest electron mobility of all electronic materials 
d. All of the above 

15. What is the smallest atom that can pass through a sheet of defect-free, 
single-layer graphene? 
a. Cerium 
b. Oxygen 
c. Most atom can pass 
d. Not even the smallest atoms (helium, hydrogen) can pass 
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9.9 SHORT ANSWER QUESTIONS 

1. List out three challenges associated with carbon nanotube-based 
interconnect. 

2. Defne nanotechnology. 
3. List out the applications of nanotechnology in electronics. 
4. Defne fringing capacitance and area capacitance. 
5. Defne nanostructured materials. 
6. List any four day-to-day live commercial applications of nanotechnology. 
7. Defne Brillouin zone. 
8. What is crosstalk? 
9. How to reduce crosstalk on coupled interconnect? 

10. What are the factors that infuence the performance of interconnect? 

9.10 LONG ANSWER QUESTIONS 

1. Explain in detail electrical, thermal, and mechanical properties of CNTs 
and GNRs. 

2. Explain the bottom-up approach of the synthesis of nanomaterials. 
3. Explain the importance of a fexible sensors. 
4. How to obtain the carbon nanotubes from the graphene sheet? Explain in detail. 
5. What are the challenges faced by the researchers in nanotechnology? 
6. Write a short note on graphene nanoribbon. 
7. Write a short note on the band structure of graphene. 
8. Explain Miller’s effect in detail. 
9. Explain any one nanosensor used in biomedical application. 

10. Why nanomaterial-based combat jacket is important for defense and 
military? 
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10.1 ISSUES WITH CMOS TECHNOLOGY SCALING 

The invention of the feld-effect transistor was fled as a patent for the frst time 
in 1930 [1]. The Si-SiO2-based metal oxide semiconductor (MOSFET) was intro-
duced into practice after 30 years, in 1960 [2]. Due to high compatibility and lower 
cost, Si-based MOSFET has emerged as one of the promising devices in the elec-
tronic industry. MOSFET-based integrated circuits and systems have proved to be 
ultralow power alternatives. According to Moore’s law, progress in the MOSFET 
feld has followed an exponential growth in the last 25 years [3]. Since 1994, experts 
in the semiconductor industry have been reminded of the future technology require-
ments for fulflling the requirements. In 1999, International Technology Roadmap 
for Semiconductors clearly predicted the issues with present MOSFET technology 
and provided future device requirements [4]. It had been predicted that by 2014, 
complementary metal oxide semiconductor (CMOS) technology would be out-of-
date. As a result, the processor and RAM design are becoming challenging at lower 
channel lengths below 20 nm. Many researchers have highlighted the limitations of 
MOSFET and discussed many circuits and systems techniques to enhance perfor-
mance [5–9]. Now the question is how the device limitations make energy-effcient 
system design possible? To conclude this we have highlighted some of the MOSFET 
limitations that are discussed below. 

10.1.1 VELOCITY SATURATION AND MOBILITY DEGRADATION 

With the MOSFET channel length scaling, the resultant electric feld in the channel 
increases, which results in an increase in the velocity of charge carriers. Moreover, 
due to the high felds, the linear relationship between the electric feld and the veloc-
ity of charge carriers will not exist. This is because when the electric feld is very 
high, the electronic scattering rate increases resulting in an increase in the veloc-
ity of charge carriers. As a result, the overall transient time of charge carriers in 
the channel increases. It is identifed that the MOSFET with lower channel lengths 
shows an increased average electron velocity than a bulk MOSFET. However, with 
scaled channel lengths [10], an increased electric feld causes velocity saturation 
[Figure 10.1(a)] causing a decrease in the saturation current. Further, this effect 
causes the switching speed to drop in MOSFETs. In combination with the switching 
speed, the electron mobility of the device will also start degrading due to the scaled 
channel lengths, which is depicted in Figure 10.1(b). 

10.1.2 TUNNELING LIMIT 

The other main scaling limit of MOSFET is the tunneling current due to the 
weak gate insulator. The conventional insulator Si-SiO2 will have high interfacing 
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FIGURE 10.1 MOSFET behavior at scaled channel lengths. (a) Velocity saturation of charge 
carries with increased electric feld. (b) Mobility of charge carriers with varying electric feld. 
(c) Gate current density with increased Gate voltage. (d) Supply voltage and threshold reduc-
tion trends with varying channel lengths [10, 11]. 

capability, but with SiO2, this leakage exceeds the requirements which are shown in 
Figure 10.1(c). This leakage effects are becoming the limitation to get lower power 
consumption in some applications like dynamic random access memory (DRAM) 
[11]. For higher channel length technologies, this will contribute a few milli watts 
to the overall chip dissipation. This leakage is especially problematic for ultralow 
power applications at lower channel lengths. 

10.1.3 HIGH FIELD EFFECTS 

Figure 10.1(d) depicts the scaling behavior of supply voltage and threshold voltage 
with the channel length [11]. From this, it can be observed that the supply voltage 
and threshold voltage have not scaled at the same rate as the length. As the power 
supply voltage has not been scaled in proportion to the channel length, the electric 
feld strength has been increasing as CMOS devices have been scaled down. As 
a result, the oxide feld has reached a maximum limit [12]. These felds can still 
reach higher values when the channel length goes into the nanometer regime. At 
such high felds, several undesirable effects occur, one such effect is the hot carrier 
effect. 
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FIGURE 10.2 MOSFET (a) Power density trend with technology scaling (b) New materials 
with the year of introduction [13]. 

10.1.4 POWER LIMITATION 

The power density of the MOSFET-based circuit is growing due to unexpected scal-
ing limits of supply voltage [13]. In every integrated circuit (IC), the power con-
sumption consists of mainly two components: dynamic power and static power 
consumption [14]. In the transition of device switching, there exists dynamic power 
consumption, while static power dissipation originates from the leakage source-
drain current when the transistor is switched ON or OFF. Figure 10.2(a) shows both 
dynamic power density and static power density based on measured industrial data, 
as mentioned in Ref. [13], at a junction temperature of Tj = 25°C. The dynamic power 
density is found to be slightly more than 10 W/cm2 at a gate length of 0.9 µm, while 
the static power density is a lower value. Moreover, both the power densities are 
becoming greater as gate length is reaching to smaller values. When gate length is 
becoming smaller that is at 20 nm gate length, the static power density is raised as 
high as dynamic power density. 

10.1.5 MATERIAL LIMITATION 

The emerging materials have been introduced to overcome the limitations of CMOS 
transistors. Figure 10.2(b) shows the introduction of different materials in the last 
three decades starting from 1980 to 2001 [13, 15]. These materials have been intro-
duced to increase the manufacturability and reliability of devices. Material such 
as Silicon (Si), Silicon dioxide (SiO2), Aluminum (Al), Copper (Cu) and Silicide 
are introduced to have enhanced dielectric constant (ε), carrier mobility (µ), carrier 
saturation velocity, breakdown feld strength, and conductivity [16]. However, with 
the scaling of the transistor lengths, these devices reach their physical limits and 
show their unconventional behavior. For example, the SiO2 reliability degrades as 
it becomes thinner and results in breakdown [17]. Even though Cu is less sensitive 
to electromigration than Al, the material is more susceptible to open defects when 
used as interconnect wires. As reported in [18], high-permittivity (k) materials have 
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been used in 45 nm technology to replace silicon SiO2 as the gate dielectric. Further, 
it is identifed that the high-k materials can minimize the leakage current when the 
dielectric is made to become thinner to support physical scaling. However, with the 
new materials, there are other sets of problems with manufacturing tendency and 
temperature behavior that need to be studied before using them [19]. Several chal-
lenges are also reported in [20] such as appropriate tuning of metal work function, 
ensuring adequate channel mobility, gate stack integrity, and also the reliability of 
the material. 

10.2 TUNNEL FET 

This section presents an emerging tunnel feld-effect transistor (TFET) device and 
explains its characteristics. Further, this section demonstrates the circuit design 
using TFET. 

10.2.1 DEVICE STRUCTURE AND MODELS 

Several researchers have proposed different types of TFET devices in the literature. 
Among several TFET proposals, III-V TFETs show promising behavior because 
of higher ON current [21–23]. This work explores LUT-based 20 nm InAs TFET 
Verilog-A model for circuit design and the physical structure of TFET is shown 
in Figure 10.3. Symbols for both N-channel TFET (NTFET) and P-channel TFET 
(PTFET) were created by deploying Verilog-A models using industry standard 
Cadence environment based on which TFET circuit designs are implemented. The 
model parameters and doping concentrations of the TFET device are detailed in 
Table 10.1 [22]. 

10.2.2 DEVICE CHARACTERISTICS 

TFETs demonstrate peculiar electric characteristics, understanding of these char-
acteristics is important to utilize TFETs for energy-effcient circuit design. TFETs 
can exhibit unique characteristics in four different quadrants by varying the gate-
to-source voltage (VGS) and drain-to-source voltage (VDS) from negative to positive 
voltages. Figure 10.4 shows the different regions of N-channel TFET (NTFET) that 
possesses unique characteristics in four different quadrants. 

FIGURE 10.3 Physical p-i-n structure of N-channel TFET. 
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TABLE 10.1 
TFET and FinFET Device Parameters [22] 

Properties 
Gate length (Lg) 

EOT (HfO2) 

Body thickness (Tb) 

Source doping 
concentration 

Drain doping 
concentration 

Gate work–function 

Hetero-junction band 
alignment 

NTFET PTFET 
20 nm 20 nm 

0.7 nm 0.5 nm 

7 nm 0.7 nm 

4 × 1019 cm−3 5 × 1018 cm−3 

2 × 1017 cm−3 5 × 1019 cm−3 

4.85 eV 4.285 eV 

Eg,GaSb = 0.845 eV, Eg,InAs = 0.49 eV, ΔEc = 0.439 eV 

Si FinFET 
20 nm 

0.7 nm 

10 nm 

1 × 1020 cm−3 

1 × 1020 cm−3 

4.55 eV 

– 

10.2.2.1 TFET as ON Switch 
Upon applying positive VGS and VDS voltages, the bands in the source and channel 
of TFET get aligned. Because of this, TFET with a reverse bias of p-i-n structure 
exhibits band-to-band tunneling from source to channel and the conduction is con-
trolled by the gate voltage. In this region, TFET switches ON. Figure 10.5 shows 
the transfer characteristics of both NTFET and N-channel FinFET. At a supply 
voltage of 0.4 V, the TFET demonstrates 7 × higher ON current compared to the 
FinFET, whereas NTFET at beyond 0.4 V supply voltage shows lower current than 
FinFET. 

10.2.2.2 Ambipolar Characteristics 
When VGS becomes negative, the tunneling takes place at the drain-channel junc-
tion that causes ambipolar current to fow from drain to source. Figure 10.6 pres-
ents the ID –VGS characteristics of N-channel TFET (NTFET) at VDS = 0.4 V and 

FIGURE 10.4 Operation of NTFET in different quadrants of VDS-VGS. 
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FIGURE 10.5 IDS –VGS characteristics of NTFET and Si FinFET (a) linear scale (b) log 
scale [24]. 

VGS varying from −0.4 V to 0.4 V. From this, one can observe the presence of 
ambipolar current when the device is in the OFF state. At VGS = −0.4 V, the 
NTFET shows an ambipolar current of 0.1 µA/µm. The NTFET and PTFET will 
be in the ambipolar region of operation for negative and positive values of VGS, 
respectively. 

10.2.2.3 Unidirectional Characteristics and p-i-n Forward Leakage 
Figure 10.7 shows the ID –VDS characteristics of NTFET showing signifcant leak-
age current transport instead of the unidirectional current conduction with negative 
VDS. When positive VDS is applied, NTFET shows desired transistor behavior like 
conventional MOSFET. With negative VDS, the TFET shows low leakage current 
with negative VDS, because of the unidirectional property of the device that is due 
to the asymmetry of the device structure. When VDS becomes more negative, there 
is an abrupt increase in leakage current. At VDS = −0.4 V, NTFET exhibits a signif-
cant leakage current in the reverse direction (i.e. from source to drain), as shown 
in Figure 10.7. 

FIGURE 10.6 NTFET characteristics demonstrating ambipolar current. 
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FIGURE 10.7 NTFET characteristics demonstrating p-i-n forward leakage current. 

10.2.3 TFET-BASED CIRCUIT DESIGN 

We have studied the basic building blocks using TFETs and benchmarked these 
designs with FinFETs. As the inverter is the basic building block of all digital cir-
cuits, we have introduced TFET inverter design that shows high energy effciency 
compared to FinFETs. 

10.2.3.1 TFET-Based Static Complementary Inverter Design 
Figure 10.8 presents the TFET-based digital complementary inverter design com-
prising both PTFET and NTFET. The TFET-based inverter design is benchmarked 
against industry standard Si-FinFET-based inverter design. Figure 10.9 shows the 
transfer characteristics of both TFET and FinFET inverters. It can be observed that 
the TFET inverter characteristic is almost similar to an ideal inverter. 

FIGURE 10.8 TFET static complementary inverter topology. 
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FIGURE 10.9 Inverter voltage transfer characteristics with supply voltage scaling (a) TFET 
and (b) FinFET [25]. 

10.2.3.2 TFET-Based Digital Buffer Design 
Figure 10.10 demonstrates TFET and FinFET inverter-based 2-, 4-, and 6-stage 
buffers driving a load capacitance (CL). TFET and FinFET buffers are designed 
considering identical parameters. Figure 10.11 shows the energy consumption of 
both TFET and FinFET buffers by varying load capacitances at a supply voltage of 
0.2 V. It can be observed that TFET buffer designs achieve lower energy consump-
tion than FinFET designs. It can be also observed that the FinFET buffers fail to 
drive the larger loads at a supply voltage of 0.2 V. 

10.3 NEGATIVE CAPACITANCE FET 

Negative capacitance FET (NCFET) as an emerging device candidate outper-
forms the CMOS technology and achieves lower power consumption in lower 
technology nodes [27, 28]. This section presents NCFET device structure and 
characteristics. Further, the NCFET-based logic circuits are benchmarked with 
CMOS technology. 

FIGURE 10.10 Complementary TFET inverter-based 2-, 4-, and 6-stage buffer 
designs [26]. 
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FIGURE 10.11 Energy consumption of 2-, 6-stage TFET, and FinFET buffer with varying 
load capacitance at 0.2 V supply voltage [26]. 

10.3.1 DEVICE STRUCTURE 

A negative capacitance FET explores ferroelectric (FE) material as a gate oxide that 
exhibits subthreshold slope lesser than the fundamental Boltzmann limit of 60 mV/ 
decade. In the recent past, numerous works have experimentally demonstrated the 
concept of negative capacitance. Moreover, NCFET with ferroelectric (FE) gate 
experimentally achieved lower subthreshold swing. The advancement in technology 
leads to scaling in the size of transistors and an increase in the density of chips that 
demonstrate the requirement of energy-effcient devices. These NCFET devices are 
more energy-effcient and also improves the on-current Ion. Figure 10.12 shows the 
structure of a typical NCFET device. NCFETs have recently come into spotlight as 
one of the steep switching devices that achieve the break-through in subthreshold 
slope (SS). The steep switching feature of an NCFET can be simply implemented in 
a conventional metal oxide semiconductor feld-effect transistor (MOSFET) if the 
gate oxide layer of the MOSFET is replaced with a ferroelectric layer. 

FIGURE 10.12 Structure of NCFET. 
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10.3.2 PRINCIPLE OF OPERATION 

The subthreshold swing of the conventional MOSFET is limited due to the principle 
of thermionic injection. The 60 mV/decade subthreshold swing (SS) is the theoretical 
minimum value for any FET device, where the switching process involves the therm-
ionic (temperature-dependent) injection of electrons over an energy barrier in order to 
fow current. This theoretical minimum is only achievable under the ideal conditions 
that cannot be satisfed. This sets a fundamental limit to the steepness of the transition 
slope from the “OFF” to the “ON” state. The subthreshold swing can be given by equa-
tion (10.1), where Cd and Cox are the depletion and oxide capacitances, respectively. 

˛ +1˙̋ 

Various emerging devices are explored to lower SS below the thermionic limit of 
MOSFET by reducing the factor of Cd/Cox in equation (10.1). Utilizing the concept 
of band-to-band tunneling, tunnel FETs have been proposed that exhibit lower sub-
threshold swing than MOSFET. Another alternative to reduce the SS is the introduc-
tion of negative capacitance on the gate of MOSFET. 

10.3.3 LOW SUBTHRESHOLD SWING AND HIGH ON CURRENT 

In the subthreshold region, the drain current behavior being controlled by the gate 
terminal is similar to the exponentially decreasing current of a forward-biased 
diode. Therefore, a plot of drain current versus gate voltage with drain, source, and 
bulk voltages fxed will exhibit approximately log–linear behavior in this MOSFET 
operating regime and its slope is the subthreshold region. The subthreshold slope 
for CMOS at 45 nm technology is 190 mV/decade and for NCFET device it is 
58.4 mV/decade, as shown in Figure 10.13. 

ˆKT CdSS ln(10) (10.1) = ˘̌Cq ox 

FIGURE 10.13 Subthreshold slopes for both NCFET and CMOS at 45 nm technology. 
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A typical experimental subthreshold swing for a scaled MOSFET at room temper-
ature is ∼70 mV/decade that is slightly degraded due to the short-channel MOSFET 
parasitic effects. A decade corresponds to a 10 times increase of the drain current 
ID. A device characterized by steep subthreshold slope exhibits a faster transition 
between off (low current) and on (high current) states. These characteristics are 
divided into three ranges: (1) OFF range where IDS ≤ IOFF, (2) ON region where the 
IDS ≥ ION, and (3) intermediate range where the transistor acts as an amplifer. For a 
given VDS; the transfer characteristic (Vgs vs ID) for the threshold level of gate voltage 
corresponding to the logarithmic scale of drain current (log ID) is called ION and the 
least level of gate voltage when the minimum or only leakage conduction through 
the channel is available, the corresponding drain current logarithmic scale (log ID) 
is called IOFF. When comparing with CMOS at 45 nm technology with the NCFET 
device, the NCFET achieves the high On-current (ION). 

10.3.4 HYSTERESIS CHARACTERISTICS 

A negative capacitance FET is built by stacking a ferroelectric (FE) layer on the 
gate of a MOSFET, as shown in Figure 10.14. The fgure shows the ferroelectric 
layer capacitance and the positive capacitance of the MOSFET as CFE and CMOS, 
respectively. A large CFE /CMOS ratio stabilizes the FE layer in the negative capaci-
tance region, due to which the FE layer does not retain remnant polarization. As a 
result, the device exhibits voltage step-up action that can result in steep-switching 
behavior. This type of device is referred to as a negative capacitance feld-effect 
transistor (NCFET), and is being explored by both academia and industry. As the FE 
layer thickness increases and the CFE/CMOS ratio decreases this results in a hysteretic 
behavior in an NCFET’s transfer characteristic. The hysteretic behavior of NCFETs 

FIGURE 10.14 (a) Device structure (b) NCFET hysteresis characteristics [27]. 
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TABLE 10.2 
Propagation Delay and Energy Consumption of NCFET-Based Logic Gates 
at a Supply Voltage of 0.45 V 

Supply Voltage = 0.45 V; Load Capacitance = 500 fF 

Parameters Inverter NAND-Gate NOR-Gate Ex-OR-Gate 

Delay (ns) 

Energy (fJ) 

NCFET 
1.168 

0.2314 

CMOS 
79.4 

8.075 

NCFET 
1.242 

0.1402 

CMOS 
138.3 

6.56 

NCFET 
1.523 

0.2819 

CMOS 
122.9 

8.778 

NCFET 
1.601 

0.7608 

CMOS 
89.25 

6.518 

is responsible for nonvolatility nature. This type of NCFET with hysteresis is called 
FeFET. Recent progress has been demonstrated with a promising performance of 
NCFET and utilized in embedded NV memories for low-cost internet-of-things 
(IoT) applications. 

10.3.5 NCFET DEVICE-BASED INVERTER AND DIGITAL LOGIC DESIGN 

The inverter using an NCFET device is more energy effcient compared to the CMOS 
device. Here, we have designed an NCFET inverter at 45 nm technology using the 
industry-standard Cadence Virtuoso tool. By using this device instead of CMOS, the 
delay and energy consumption have been reduced. Tables 10.2 and 10.3 summarize 
the propagation delay and energy consumption of NCFET-based logic gates at a 
supply voltage of 0.45 V and 0.6 V, respectively. It can be observed that the NCFET-
based logic gates exhibit high speed and lower energy consumption compared to the 
CMOS logic gates. 

10.4 CARBON NANOTUBE FET 

This section presents carbon nanotubes (CNTs) and corresponding feld-effect tran-
sistors. The characteristics of CNTFETs are discussed and the benefts of the device 
are highlighted. 

TABLE 10.3 
Propagation Delay and Energy Consumption of NCFET-Based Logic Gates 
at a Supply Voltage of 0.6 V 

Supply Voltage = 0.6 V; Load Capacitance = 500 fF 

Parameters Inverter NAND-Gate NOR-Gate Ex-OR-Gate 

Delay (ns) 

Energy (fJ) 

NCFET 
0.716 

0.416 

CMOS 
11.43 

2.067 

NCFET 
0.754 

0.207 

CMOS 
18.87 

1.714 

NCFET 
1.031 

0.518 

CMOS 
14.93 

1.896 

NCFET 
1.011 

1.449 

CMOS 
89.25 

3.85 
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FIGURE 10.15 (a) A single-walled carbon nanotube, (b) A multi-walled carbon nanotube, 
and (c) Defning a chiral vector [29]. 

10.4.1 CARBON NANOTUBE 

CNTs are obtained by rolling up graphene sheets with large aspect ratio as 103–105. 
Depending on the number of rolled-up graphene sheets, there are primarily two dif-
ferent types of CNTs: 

• Single-walled carbon nanotubes: A single-walled carbon nanotube 
(SWCNT) is cylinder that can be obtained by rolling up a graphene sheet of 
hexagonal carbon rings. 

• Multi-walled carbon nanotubes: A multi-walled carbon nanotubes 
(MWCNT) is a stack of graphene sheets as concentric circles. 

The structures of both SWCNT and MWCNT are depicted in Figure 10.15. Each 
SWCNT is recognized by using a vector (n, m), called chiral vector. The chiral vec-
tor indicates the rolled-up direction of the graphene sheet and the diameter of the 
nanotube. 

10.4.2 CARBON NANOTUBE FET 

Single-walled carbon nanotubes exhibit high conductivity and excellent carrier mobil-
ity due to their small diameter. It has been experimentally demonstrated that these 
tubes can exhibit metallic or semiconducting characteristics depending on their chiral-
ity factor. Using semiconducting CNTs as a channel element, carbon nanotube FETs 
(CNTFETs) have been demonstrated [30]. A CNTFET refers to the feld-effect transis-
tor that utilizes a single CNT or an array of CNTs as the channel material instead of 
bulk silicon in the traditional MOSFET structures, as shown in Figure 10.16. 

10.4.3 DEVICE CHARACTERISTICS 

Figure 10.17 shows the ID –VGS and ID –VDS characteristics of CNTFET at the gate and 
drain voltages varying from 0 to 1 V, respectively. From the characteristics, it can 
be observed that the CNTFET exhibits the device characteristics that are similar to 
the MOSFET. 
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FIGURE 10.16 Structure of carbon nanotube FET. 

It can also be observed that the threshold voltage of CNTFETs is varied according 
to the following relation: 

3a 2 2DCNT =˜ n + m + mn (10.2) 
° 

Eg 3 aV˛Vth ˜ = (10.3) 
2e 3 eDCNT 

where (n, m) is the chirality vector, a = 2.46 Å is the carbon to carbon atom distance, 
Vπ = 3.033 eV is the carbon π–π bond energy in the tight bonding model, e is the 
unit electron charge, and DCNT is the CNT diameter. Due to this, depending upon the 
chirality vector variation, the ON current and threshold voltage of CNTFET varies. 
This behavior can be clearly understood from the characteristics. 

10.5 GRAPHENE NANORIBBON FET 

Graphene has become a versatile material with unique properties that shows high 
performance when used as a channel material in a FET. This section introduces 
graphene, graphene-based nanoribbon, and graphene nanoribbon FETs (GNRFET). 

FIGURE 10.17 CNTFET (a) IDS–VGS characteristics and (b) IDS–VDS characteristics. 
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FIGURE 10.18 Graphene crystal (a) lattice structure and (b) C–C bonding [31]. 

10.5.1 GRAPHENE STRUCTURE AND PROPERTIES 

Graphene is a single layer of carbon atoms forming a “honeycomb lattice structure” 
that has attracted wide attention due to their unique characteristics. Each carbon 
atom is bonded to three other carbon atoms in the same plane. One of the bonds is a 
double bond and hence valency of the structure is satisfed, as shown in Figure 10.18. 

The unique properties of graphene are as follows: 

10.5.1.1 Mechanical Properties 
The graphene is proved as robust material with the Young modulus of 1.0 TPa, the third-
order elastic stiffness of −2.0 TPa, and the ultimate tensile strength of 130,000,000,000 
Pascal. These strong mechanical properties of graphene make it superior to other com-
monly used materials such as silicon in electronics-based applications. 

10.5.1.2 Electrical Properties 
With the freely available electrons, graphene behaves as a semiconductor just like 
the silicon. However, since the cause of conduction in graphene is different from that 
of other semiconductor materials, it exhibits many unique properties. One such prop-
erty is the electron mobility. The electron mobility of graphene in its pristine form 
is more than 200,000 cm2/V s. The sheet resistance of graphene is about 30 ohms. 
Since graphene atoms are considered massless, they behave much similar to photons. 
The electrical conductivity of graphene is summarized in Table 10.4. It shows higher 
electrical conductivity compared to the other materials. 

10.5.2 GRAPHENE NANORIBBON FET 

In order to understand the GNRFET, it is important to know about the graphene nanorib-
bon (GNR) properties. The detailed description of GNR and GNRFET is as follows: 

10.5.2.1 Graphene Nanoribbon 
Graphene nanoribbons (GNRs) are nanometer-sized structures that consist of sin-
gle-layer graphene. Recently, GNRs have attracted wide attention and have been 
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TABLE 10.4 
Summary of Electrical Conductivity of 
Different Materials [31] 

Material Electrical Conductivity (S m−1) 
Graphene ∼108 

Silver 63.0 × 106 

Copper 59.6 × 106 

Gold 45.2 × 106 

Aluminum 37.8 × 106 

Diamond ∼10−11 

demonstrated experimentally. As the structure of GNRs is similar to CNTs, they 
exhibit characteristics identical to CNTs. However, some theoretical studies demon-
strate that the metallic or semiconducting feature in GNRs is different from that of 
CNTs. The electronic properties of nanoribbons depend on the dimensions of GNR 
such as the width and atomic geometry along the edge, namely zigzag GNR (ZGNR) 
and armchair GNR (AGNR). The structures of zigzag and armchair nanoribbons are 
shown in Figure 10.19. 

An armchair GNR is metallic if the number of carbon atoms across its width N 
is 3p + 2, where p is an integer. Zigzag GNR is always metallic independent of the 
number of carbon atoms. 

10.5.2.2 Graphene Nanoribbon FET 
Similar to the traditional silicon device, a GNRFET also has four terminals 
[32]. The undoped semiconducting GNR sheets are under the gate as the chan-
nel region, while heavily doped GNR segments are placed between the gate and 
the source/drain. As the gate potential increases, the device is electrostatically 
turned on or off via the gate. The current and voltage characteristics are the same 
as MOSFETs. The GNRFETs primarily provide a unique opportunity to control 
threshold voltage by the dimer lines or width. The structure of the GNRFET is 
shown in Figure 10.20. 

FIGURE 10.19 Armchair and zigzag structures of graphene. 
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FIGURE 10.20 Graphene FET structure. 

10.6 SPINTRONIC DEVICES 

Exploring electronic spin instead of charge is popularly known as spintronics. 
Spintronic devices achieve nonvolatility, zero standby power, and higher density. 
Various novel materials and mechanisms have been developed to support the spin-
tronics feld. Due to the low standby power, the spin devices are used as nonvolatile 
memory applications. Apart from this, the spin devices are also utilized for vari-
ous other applications for neuromorphic computing, hardware security, and logic 
design. 

10.6.1 PRINCIPLE OF OPERATION 

Giant magnetoresistance (GMR) is developed in a structure that contains a nonmag-
netic material sandwiched between two ferromagnetic layers (shown in Figure 10.21) 
also known as spin value. It is proved that the magnetic layers with magnetization 
antiparallel to each other exhibit higher resistance than the parallel magnetization 
state. The GMR is defned as 

RAP − RPGMR = (10.4) 
RP 

where RP is the resistance in parallel magnetization state which is low in value. 
RAP is the resistance in antiparallel magnetization state which is high in value. As 

the GMR phenomenon is very weak, a tunnel barrier is inserted between free layers, 
which results in a strong change in resistance called tunnel magnetoresistance (TMR). 

FIGURE 10.21 Structure of MTJ. 
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This TMR is observed in new devices called a magnetic tunnel junction (MTJ). The 
TMR effect introduces the novel class of nonvolatile memory technology named as 
magnetoresistive random access memories (MRAMs) that store the data in the form 
of the resistance state of MTJ. 

10.6.2 SPIN-BASED DEVICES 

There are different spintronics devices [33] available in the literature, those are: 

• STT MTJs 
• GSHE-based devices 
• All spin logic (ASL) devices 

10.6.2.1 STT MTJs 
Magnetic tunnel junctions (MTJs) are multilayer stacked structures that explore 
spin-dependent quantum-mechanical tunneling. The MTJ consists of three layers: 
ferromagnetic free layers, tunnel barrier, and ferromagnetic fxed layer, as shown in 
Figure 10.21. Generally, the tunnel barrier used in MTJs is an oxide material such 
as MgOX, TiOX, and AlOX. In this MTJ device, the switching between two states is 
achieved using MJT current, as shown in Figure 10.22. 

When a suffciently large current fows from layers FM1 to FM2, the resistance of 
MTJ switches from a higher value to a lower value. In this condition, both the layers 
are parallel to each other and the current used to make this is called parallelizing 
current. Similarly, when a large current fows from the layers FM2 to FM1, the resis-
tance of MTJ switches from a lower value to a higher value. In this condition, both 
the layers are antiparallel to each other. 

FIGURE 10.22 (a) Architecture and (b) operation of STT MTJ [33]. 
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FIGURE 10.23 Structure of GSHE-based MTJ. 

10.6.2.2 GSHE-Based Devices 
Figure 10.23 shows the architecture of the giant-spin Hall-effect (GSHE)-based MTJ 
devices wherein a nonmagnetic layer carries a charge current. The MTJ structure is 
placed on the top of a nonmagnet layer, as shown in Figure 10.23. The magnetization 
of the ferromagnetic-free layer is varied by using the direction of current fow. The 
GSHE has become a novel three-terminal device where these devices have separate 
read and write current paths. 

10.6.2.3 ASL Devices 
The ASL devices (ASLD) can perform two operations: storing the information 
and processing the information. The primary advantage of this device com-
pared to the CMOS technology is self-logic capability. The ASLD consists of 
nanomagnets (NMs) that can be switched into different stable states using a 
spin-polarized current. The nanomagnets can be built over an NM channel that 
carries the spin-polarized current. The structure and operation of an ASLD are 
shown in Figure 10.24. A charge current fows from the injector FM to ground 
contact through a channel to produce a nonequilibrium concentration of spin-
polarized electrons beneath the injector. This nonequilibrium concentration of 
spin-polarized electrons diffuses through the channel to reach the detector FM 
with some losses due to the spin relaxation. The diffused electrons generate spin-
polarized current and exert STT on the detector to eventually determine its fnal 
state. The magnitude of spin-polarized current through the channel depends on 
the potential applied to the injector FM. 

FIGURE 10.24 Structure of ASL device. 
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10.7 SUMMARY 

This chapter can be summarized as follows: 

• This chapter discussed the emerging device technologies that can out-
perform the performance of the CMOS technology at lower technology 
nodes. 

• First, we discussed the issues with present CMOS technology and their 
limitations. 

• We introduced the emerging semiconductor devices and properties. 
Various emerging devices, namely tunnel FET, negative capacitance 
FET, carbon nanotube FET, graphene nanoribbon FET, and spintronics 
devices. 

• Next, different characteristics of emerging devices were discussed, which 
are used for energy-effcient circuit design. 

• Finally, the emerging device-based circuits designs were discussed, and 
benchmarking was performed against CMOS technology. 

10.8 MULTIPLE-CHOICE QUESTIONS 

1. Principle of operation of tunnel FET 
a. Band-to-band tunneling 
b. Drift 
c. Diffusion 
d. Thermionic emission 

2. Tunnel FET exhibits 
a. Lower subthreshold swing 
b. Higher delay 
c. Higher subthreshold swing 
d. None 

3. Hysteresis characteristics can be seen in 
a. NCFET 
b. TFET 
c. CNTFET 
d. MOSFET 

4. p-i-n leakage is a characteristic of 
a. NCFET 
b. TFET 
c. CNTFET 
d. MOSFET 

5. Leakage of MOSFET increases with 
a. Reduction in channel length 
b. Increase in channel length 
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c. Independent of channel length 
d. None 

6. Advantage of spintronic devices 
a. Low static power consumption 
b. High static power consumption 
c. High speed 
d. None 

7. Zigzag GNR acts as 
a. Metal 
b. Semiconductor 
c. Insulator 
d. None 

8. Ambipolar current can be seen in 
a. TFET 
b. CNTFET 
c. Both a and b 
d. None 

9. GSHE is 
a. Giant-spin Hall-effect 
b. Giant-spin hysteresis-effect 
c. Giant-semiconductor hysteresis-effect 
d. Giant-semiconductor Hall-effect 

10. FinFET uses which materials 
a. Silicon 
b. InAs 
c. Graphene 
d. None 

10.9 SHORT ANSWER QUESTIONS 

1. What is band-to-band tunneling? 
2. What is the principle of operation of NCFET? 
3. What is the principle of operation of MTJ? 
4. What are the types of graphene structures? 
5. What is the subthreshold swing limit of MOSFET? 
6. What is the condition for hysteresis in NCFETs? 
7. What are the advantages of ASL devices? 
8. What is the difference between CNT and graphene nanoribbons? 
9. What is p-i-n forward leakage of TFET? 

10. What are the advantages of spintronics-based memory? 
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10.10 LONG ANSWER QUESTIONS 

1. What are the different types of spintronic devices? Explain. 
2. How band-to-band tunneling is different from thermionic emission? What 

are the benefts of band-to-band tunneling when used in TFET? 
3. What is the concept of negative capacitance? How it will be used to improve 

the performance of FET? 
4. Explain the different characteristics of tunnel FET. 
5. Explain the principle of operation of carbon nanotube and graphene FET. 
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MCQ Answers 

CHAPTER 1 SEMICONDUCTOR PHYSICS AND DEVICES 

Sr. No. Ans Sr. No. Ans 
1. d 6. b 
2. a 7. d 
3. a 8. a 
4. c 9. a 
5. b 10. b 

CHAPTER 2 VLSI SCALING AND FABRICATION 

Sr. No. Ans Sr. No. Ans Sr. No. Ans Sr. No. Ans 
1. c 6. b 11. b 16. a 
2. d 7. a 12. c 17. c 
3. b 8. b 13. c 18. d 
4. a 9. b 14. a 19. b 
5. b 10. d 15. b 20. a 

CHAPTER 3 MOSFET MODELING 

Sr. No. Ans Sr. No. Ans Sr. No. Ans Sr. No. Ans 
1. b 4. b 7. d 10. a 
2. c 5. c 8. c 
3. b 6. a 9. b 

CHAPTER 4 COMBINATIONAL AND SEQUENTIAL DESIGN IN CMOS 

Sr. No. Ans Sr. No. Ans 
1. d 6. a 
2. b 7. c 
3. a 8. c 
4. a 9. a 
5. d 10. b 
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CHAPTER 5 ANALOG CIRCUIT DESIGN 

Sr. No. Ans Sr. No. Ans 
1. a 6. a 
2. d 7. d 
3. a 8. a 
4. a 9. b 
5. b 10. a 

CHAPTER 6 DIGITAL DESIGN THROUGH VERILOG HDL 

Sr. No. Ans Sr. No. Ans 
1. a 6. c 
2. d 7. a 
3. c 8. a 
4. a 9. a 
5. a 10. a 

CHAPTER 7 VLSI INTERCONNECT AND IMPLEMENTATION 

Sr. No. Ans Sr. No. Ans Sr. No. Ans Sr. No. Ans 
1. b 5. d 9. d 13. c 
2. a 6. a 10. a 14. d 
3. b 7. d 11. c 15. c 
4. b 8. d 12. a 

CHAPTER 8 VLSI DESIGN AND TESTABILITY 

Sr. No. Ans Sr. No. Ans Sr. No. Ans Sr. No. Ans 
1. c 5. b 9. d 13. c 
2. b 6. d 10. a 14. c 
3. d 7. a 11. a 15. b 
4. d 8. c 12. b 16. d 
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CHAPTER 9 NANOMATERIALS AND APPLICATIONS 

Sr. No. Ans Sr. No. Ans Sr. No. Ans Sr. No. Ans 
1. b 5. b 9. a 13. c 
2. b 6. b 10. c 14. d 
3. d 7. c 11. d 15. d 
4. d 8. b 12. b 

CHAPTER 10 NANOSCALE TRANSISTORS 

Sr. No. Ans Sr. No. Ans 
1. a 6. a 
2. a 7. a 
3. a 8. c 
4. b 9. a 
5. a 10. a 
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Index 

A 

ABCD parameters, 223, 224, 234 
Acceptance testing, 237 
Acceptors, 4, 7 
Accumulation, 91, 94, 95 
Activation energy of material, 71 
Advanced technology, 198, 219, 

262, 263, 268, 271, 273, 
274, 285 

Aggressor line, 227, 271 
Aggressor wire, See Aggressor line 
Allotropes, 251, 258 
Always statement, 182, 183, 193, 194 
Ambipolar characteristics, 299 
Amplifcation, 40, 83 
Analog, 40, 116, 147, 154, 157, 159, 

161, 163–168, 235, 237, 
243, 316 

Analog-to-digital converters, 161, 163 
Annealing, 65, 73, 78 
Annealing process, 65, 73 
Arithmetic operator, 171 
Armchair CNTs, 257 
Armchair GNR, 258, 310 
Armchair structure, 253, 254, 258 
Aspect ratio, 56, 213, 234, 307 
Atmospheric-pressure CVD (APCVD), 57 
Atomic Force Microscopy (AFM), 261 
Automatic test pattern generation (ATPG), 240, 

241, 248, 249 

B 

Ballistic conduction, 258 
Band structure, 253 
Bandwidth, 159 
Behavioral modeling, 182 
Bell laboratory, 37 
Bipolar junction transistors (BJTs), 18 
Bit-wise operators, 172 
Blood pressure, 282 
Body armor, 283 
Body effect, 149 
Boltzmann constant, 71 
Bottom-up approach, 251 
Bravais lattice, 255 
Break down region, 88 
Bridge rectifer, 13 
Bridging faults, 240 
Brillouin zone, 255 

BSIM model, 107 
Built-in self-test (BIST), 244 
Bulk silicon, 52, 307 

C 

Capacitances, 124 
Capacitance-voltage curve, 96, 97 
Capacitive interconnect, 207 
Carbon nanotube (CNT), 251, 307 
Carbon nanotube FETs, 31, 307 
Case statement, 186 
Channel-length modulation, 150 
Channel mobility, 97, 298 
Channel region, 83 
Characteristics of metal, 94 
Charge Sheet Model, 97 
Chemical purifcation process, 42 
Chemical vapor deposition (CVD), 43 
Chiral index, 253 
Choice of metal, 65 
Circuit under test (CUT), 239 
Clamper, 16–18 
Clipper, 15 
CMOS driver, 224 
CMOS inverter, 119–122 
CNT fabrications, 260 
Cold plasma, 58 
Combat jacket, 283 
Common base, 21 
Common collector, 21 
Common emitter, 21 
Common gate, 152 
Common source, 151 
Compiler directives, 169 
Complementary CMOS logic, 129 
Concatenation operator, 173 
Concentration gradient, 61 
Conditional operator, 172 
Conduction band, 1 
Constant feld scaling, 199 
Constant voltage scaling, 202 
Continuous assignment, 181 
Conventional lithography, 54 
Coupled interconnects, 271 
Coupling capacitance, 268 
Cross-sectional view, 269 
Crosstalk effect, See Crosstalk-induced delay 
Crosstalk-induced delay, 227 
Crude silicon, 42 
Crystal lattice, 63 
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Current mirrors, 154 
CZ process, See Czocharlski (CZ) 
Czochralski (CZ), 43 
Czochralski crystal growing, 43 

D 

Data types, 170 
Datafow modelling, 180 
Delay fault testing, 242 
Density of state (DOS), 256 
Depletion mode, 83 
Depletion mode MOSFETs, 83 
Deposition process, 57 
Design for manufacturability (DFM), 244 
Design for testability (DFT), 242 
Design process, 38, 40 
Design rules, 40 
Device transconductance, 91 
Device under test (DUT), 239, See also Circuit 

under test (CUT) 
Dichlorosilane (SiH2Cl2), 42 
Dielectric deposition, 57 
Differential amplifers, 157 
Differential cascade voltage switch logic 

(DCVSL), 134 
Differential pass transistor logic, 136 
Diffusion capacitance, 124 
Diffusion factors, 61 
Diffusion mechanism, 60 
Diffusivity, 61, 62 
Digital-to-analog converter, 161 
Digital troubleshoot, 237 
Dimensional scaling, 89 
Diode, 8–14 
Distributed network, 265 
Direct path power consumption, 128 
D-latches, 141 
Donors, 5 
Doping, 7–11 
Drain-induced barrier lowering (DIBL), 99 
Driver capacitance, 267 
Dry oxidation, 47 
Dynamic crosstalk, 271 
Dynamic power consumption, 126 

E 

Early Effect, 23, 33 
Edge roughness, 257, 263, 276, 
Effective resistivity, 205 
Effusion cells, 51 
Electrical characterization, 47 
Electrical faults, 239 
Electrical insulation, 57 
Electrical modeling, 198, 205, 231, 234, 285 
Electrical property, 65, 258 

Electrochemical anodization, 47 
Electrode arc furnace, 42, 43 
Electromigration effect, 66 
Electron beam lithography (EBL), 54, 81 
Electron beam resist material, 54, 55 
Electron inversion layer, 85, 86 
Electronic band structure, 253, 255, 289 
Electronic components, 53, 63 
Electronic design automation (EDA), 38 
Electronic grade silicon (EGS), 42 
Electrostatic capacitance, 268, 270, 271, 281 
Electrostatic permittivity, 266, 278, 
Elmore delay, 209, 210, 222, 223 
Elmore delay model, 209, 222 
Emerging material, 196, 262, 297 
Energy consumption, 126, 127, 229, 302, 303, 306 
Enhancement mode, 26, 83, 84 
Epitaxial deposition, 49 
Epitaxial metals, 68 
Epitaxy layer, 49 
Equality operators, 171 
Equivalent electrical model, 92, 197, 263, 267, 

275, 278 
Equivalent single conductor (ESC), 263 
Etching process, 46, 67, 69, 70, 73, 75, 79 

F 

Fabrication challenges, 198 
Fabrication process, 41 
Fabrication techniques, 258 
Faraday’s law, 213 
Fault coverage, 241 
Fault identifcation, 38 
Fault models, 239 
Fault testing, 242 
Faults, 239, 240 
Faulty machine, 241 
Feature size, 40, 41, 107 
Fermi energy, 94, 263, 264 
Filtering, 40 
Fin feld effect transistor, 31, 299 
Finite difference time domain (FDTD), 224 
Flash converters, 163 
Flatband diagram, 94 
Flatband voltage, 94–96 
Flexible electronic devices, 251 
Flexible sensor, 283 
Flick’s frst law, 61 
Float zone (FZ), 41, 43, 45 
Floating line faults, 239 
Forever-loop, 189 
For-loop, 188 
Forward bias, 17, 19 
Fringing capacitance, 205, 207, 208, 216, 217 
Full wave rectifer, 12–14 
Functional crosstalk, 227 
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Functions, 190, 191 
Furnace annealing, 65 
Furnace temperature, 43 
FZ process, 41, See also Float zone (FZ) 

G 

Gain, 20, 21, 22, 26, 151–153, 158–160, 165–166 
Gain factor, 86 
Gate-All-Around (GAA) nanowire (NW) 

MOSFET, 31 
Gate capacitance, 125, 200, 202 
Gate delay, 179, 195, 200, 201, 202, 204 
Gate-drain capacitance, 124 
Gate level, 38 
Gate-level modeling 175 
Gate oxide, 59, 62, 73, 86, 89, 92, 97, 200, 

202, 303 
Gate shrink, 199 
Geometrical area, 40 
Geometrical structure, 40, 207, 211, 274 
Giant magnetoresistance, 311 
Giant-spin hall-effect, 311 
Global interconnects, 196, 197, 277, 281 
Glucose level, 282 
Gradual channel approximation (GCA), 98 
Grain boundary scattering, 196 
Grain growth, 65 
Graphene nanoribbon (GNR), 253, 256, 261, 

308–310 
Graphene nanoribbon FET, 308–310 
Graphene nanoribbon interconnect, 261 
Graphene sheet, 251, 252, 260, 307 
Growth mechanism, 47 
Growth rate, 47, 59 

H 

Half-wave rectifer, 12, 14 
Hetero-epitaxy, 49 
Hexagonal structure, 255 
High operating frequency, 89, 213, 246 
Higher current density, 196, 263 
High-frequency, 96 
High-frequency signal, 197 
High-pressure oxidation, 48 
High-speed operations, 195 
Hold time, 139 
Homo-epitaxy, 49 
Hot carrier, 30, 89, 100, 113, 204, 296 
Hybridization, 251, 252, 254, 258 
Hysteresis characteristics, 305 

IDDQ testing, 244, 245 
Ideal interconnect, 204, 205 

If statement, 185, 186 
Impact of noise, 40 
Impact of scaling, 113, 198, 200, 205 
Imperfect contact resistance, 274, 280 
Implantation equipment, 64 
Inductance effect, 214 
Initial statement, 182, 183 
Insulated gate feld effect transistor (IGFET), 83 
Insulators, 1–5, 30, 33, 47, 252 
Intel Corporation, 39 
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